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FOREWORD
       BY THE NODYCON 2023 CHAIR 

Welcome to the Third International Nonlinear Dynamics Conference (NODYCON 2023)! 
NODYCON was first launched in 2019 as a way to continue the legacy of the renowned conference 
series initiated by Prof. Ali H. Nayfeh in 1986 at Virginia Tech, known as the Nonlinear Vibrations, 
Stability and Dynamics of Structures Conference. After Prof. Nayfeh's passing in 2017, who was also 
the founder of the Springer journal Nonlinear Dynamics in 1990, it was decided that a dedicated 
conference was needed to bring together the nonlinear dynamics community. 

The inaugural NODYCON in 2019 served as a tribute to Prof. Nayfeh, recognizing his influential 
and inspiring scientific leadership in the field of nonlinear dynamics. Additionally, thanks to the 
generous support of Springer, the Ali H. Nayfeh Prizes were established in 2019 to recognize the 
best papers presented by graduate students and postdocs at the conference. 

NODYCON 2023 holds significance for two reasons. Firstly, it marks the first hybrid post-pandemic 
conference of the NODYCON series. In 2021, due to the prevailing circumstances, NODYCON 2021, 
originally planned to be held in Rome, was transformed into a virtual online conference. Secondly, 
NODYCON 2023 will introduce the inaugural edition of the Ali H. Nayfeh Senior Award and the 
Early Career Award, which are supported by the NODYS Society. 

In line with evolving paradigms, the call for papers for NODYCON 2023 attracted contributions that 
spanned traditional streams of nonlinear dynamics research while also highlighting the latest multi-
disciplinary trends and developments in the field. 

NODYCON 2023 received a remarkable response with 581 one-page abstracts submitted. Following 
rigorous reviews by external reviewers, the Program Committee, the Steering Committee, and the 
Advisory Committees, 486 abstracts were accepted for oral presentations and 28 abstracts were 
selected for presentation during the poster session. The diverse range of topics covered by these 
papers includes multi-scale dynamics, experimental dynamics, dynamics of structures, dynamics of 
adaptive and multifunctional metamaterial structures, reduced-order modeling, nonsmooth 
dynamics, nonlinear interactions, computational techniques, nonlinear system identification, 
dynamics of NEMS/MEMS/nanomaterials, multibody dynamics, fluid/structure interaction, the 
influence of nonlinearities on vibration control systems, nonlinear waves, ecosystem dynamics, 
social media dynamics, complexity in engineering, and network dynamics. These papers are 
organized into four major themes, which are also reflected in the technical sessions layout design: 

Concepts and methods in nonlinear dynamics 

Nonlinear dynamics of mechanical and structural systems 

Nonlinear dynamics and control 

Recent trends in nonlinear dynamics 

We are pleased to announce that over 200 full papers have been submitted to Advances in Nonlinear 
Dynamics - Proceedings of the Third International Nonlinear Dynamics Conference (NODYCON 
2023). The success of NODYCON 2023 hinges on the energy and enthusiasm of the researchers in 
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the field of nonlinear dynamics who have contributed high-quality papers on a wide array of topics. 
We would like to extend our special appreciation to the committee members of the Organizing, 
Steering, and International Advisory committees, whose names are listed below, as well as the 
external reviewers who have dedicated their valuable time and efforts to assess numerous papers. 

We gratefully acknowledge the auspices of the City of Rome and its Mayor, the Italian Ministry of 
Culture, AIMETA (Italian Society of Theoretical and Applied Mechanics), NODYS (International 
Nonlinear Dynamics Society), and the sponsorship of Springer Science & Business Media, MTS, 
Avio, Thales Alenia Space, and Polytec. 

We hope that you will have an unforgettable conference experience at NODYCON 2023! 

Walter Lacarbonara 
NODYCON 2023 Chair 

June 2023 
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SPONSORS 

- GOLD –

Springer is a leading global scientific, technical, and medical portfolio, providing researchers in 
academia, scientific institutions, and corporate R&D departments with quality content through 
innovative information, products, and services. Springer has one of the strongest STM and HSS 
eBook collections and archives, as well as a comprehensive range of hybrid and open access journals. 
Springer is part of Springer Nature, a global publisher that serves and supports the research 
community. Springer Nature aims to advance discovery by publishing robust and insightful science, 
supporting the development of new areas of research, and making ideas and knowledge accessible 
around the world. As part of Springer Nature, Springer sits alongside other trusted brands like 
Nature Research, BMC, and Palgrave Macmillan. 

- GOLD –

MTS Systems is a global supplier of test systems and industrial position sensors. The company 
provides test and measurement solutions to determine the performance and reliability of vehicles, 
aircraft, civil structures, biomedical materials and devices and raw materials. Examples of MTS 
products include: aerodynamics simulators, seismic simulators, load frames, hydraulic actuators 
and sensors. The company operates in two divisions: Test and Sensors. MTS test systems are 
designed to simulate the forces and motions that materials, products, and structures are expected to 
encounter. MTS Sensors are used by manufacturers of plastic injection molding machines, steel 
mills, fluid power, oil, and gas, medical, wood product processing equipment, mobile equipment 
and alternative energy. Sensors division products are also used to measure fluid displacement, such 
as liquid levels for customers in the process industries. With the acquisition of PCB Piezotronics Inc. 
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in 2016, MTS has increased Sensor products - microphones, vibration, pressure, force, torque, load, 
and strain sensors - and presence. 

- GOLD –

Avio is a leading international group engaged in the construction and development of space 
launchers and solid and liquid propulsion systems for space travel. The experience and know-how 
built up over more than 50 years puts Avio at the cutting-edge of the space launcher sector, solid, 
liquid and cryogenic propulsion and tactical propulsion. Avio operates in Italy, France, and French 
Guyana with 5 facilities, employing approx. 1,200 highly qualified personnel, of which approx. 30% 
involved in research and development. Avio is a prime contractor for the Vega program and a sub-
contractor for the Ariane program, both financed by the European Space Agency (“ESA”), placing 
Italy among the limited number of countries capable of producing a complete spacecraft. 

- SILVER -

SPACE FOR LIFE, THALES ALENIA SPACE'S ASPIRATION! 

A Joint Venture between Thales (67%) and Leonardo (33%), Thales Alenia Space is a global space 
manufacturer delivering, for more than 40 years, high-tech solutions for telecommunications, 
navigation, Earth Observation, environmental management, exploration, science, and orbital 
infrastructures. Thanks to our diversity of skills, talents and cultures, our customers (governments, 
institutions, space agencies, telecommunications operators), therefore have Space to Connect, Secure 
& Defend, Observe & Protect, Explore, Travel & Navigate. We also team up with Telespazio to form 
the Space Alliance, which offers a complete range of solutions including services. We are willing to 
have a win-win approach shared both with our partners and customers. The company recorded 
consolidated revenues of 2.2 billion euros in 2022 and has 8,500 employees. We operate in ten 
countries, with 17 facilities in Europe and an industrial plant in the United States. In Space, 
governments, institutions, and companies rely on Thales Alenia Space to design, operate and deliver 
satellite-based systems that help them position and connect anyone or anything, everywhere, help 
observe our planet, help optimize the use of our planet's – and our solar system’s – resources. 
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- SILVER -

With over 400 employees worldwide, Polytec develops, produces, and distributes optical 
measurement systems for research and industry. The focus is on the technology areas of vibrometry, 
velocimetry, surface metrology, process analytics, machine vision and other optical technologies. 
Whether it's in space travel, architecture, medicine, nanotechnology, or mechanical engineering – 
Polytec expertise is always in demand across all industries. Laser vibrometry has proven its worth 
as an ideal tool for materials investigations – both for the measurement of structural dynamics and 
for the non-destructive detection and prevention of signs of fatigue. There is a wealth of applications 
in functional and long-term structural monitoring and in geological issues. Polytec manufactures a 
wide range of laser vibrometers that are the acknowledged gold-standard for non-contact vibration 
measurement. Laser Doppler vibrometers analyze samples of different size, from entire car bodies, 
large bridge parts over engines and actuators to micron-sized MEMS or delicate HDD components. 
Measuring the transfer functions, amplitudes and resonance frequencies in a non-intrusive way with 
the simple “point and shoot” method is the Single Point Vibrometer’s specialty. With the laser-based 
MPV-800 Multipoint Vibrometer, it is possible to carry out time-synchronous measurements with 
up to 48 channels and represent both frequency-dependent and time-dependent deflection shapes. 
The fiber-optic sensor heads are freely configurable and allow to perform flexible measurements – 
both parallel to a surface or arranged individually around the sample. 
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UNDER THE AUSPICES OF 

Rome is the capital city of Italy. With 2,860,009 residents in 1,285 km2 (496.1 sq mi),  Rome is the 
country's most populated city and the third most populous city in the European Union by 
population within city limits. The Metropolitan City of Rome, with a population of 4,355,725 
residents, is the most populous metropolitan city in Italy. Rome is located in the central-western 
portion of the Italian Peninsula, within Lazio (Latium), along the shores of the Tiber. Vatican 
City (the smallest country in the world) is an independent country inside the city boundaries of 
Rome, the only existing example of a country within a city. Rome is often referred to as the City of 
Seven Hills due to its geographic location, and also as the "Eternal City". Rome is generally 
considered to be the "cradle of Western civilization and Christian culture", and the centre of 
the Catholic Church. Across a span of 28 centuries, Roman history has been influential on the 
modern world, especially in the history of the Catholic Church, and Roman law has influenced 
many modern law systems [from Wikipedia]. 

The Sapienza University of Rome (Italian: Sapienza – Università di Roma), also called simply 
Sapienza or the University of Rome, and formally the Università degli Studi di Roma "La Sapienza", 
is a public research university located in Rome, Italy. It is one of the largest European universities 
by enrollments and one of the oldest in history, founded in 1303. The university is one of the most 
prestigious Italian universities, commonly ranking first in national rankings and in Southern 
Europe. In 2018, 2019, 2021 and 2022 it ranked first in the world for classics and ancient history. Since 
the 2011 reform, Sapienza University of Rome has eleven faculties and 65 departments. Today, 
Sapienza with 140,000 students and 8,000 among academic and technical and administrative staff, is 
the largest university in Italy. The university has significant research programmes in the fields of 
engineering, natural sciences, biomedical sciences, and humanities. It offers 10 Masters Programmes 
taught entirely in English. 
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The Department of Structural and Geotechnical Engineering (DISG) has an illustrious history and a 
tradition of excellence in research, teaching, and activities towards the outside world, dating back 
to 1873. In scientific research there are three main areas: Mechanics of Solids and Structures, 
Structural Engineering and Geotechnical Engineering. 
The Department’s academic and research activities have achieved an international reputation for 
excellence in the areas of structural dynamics, seismic engineering, risk analysis, large-scale 
monitoring, the behaviour of complex structural and geotechnical systems, the design of structures, 
intelligent structures, the structural rehabilitation of historic and monumental buildings.

AIMETA (Italian Association of Theoretical and Applied Mechanics) brings together enthusiasts of 
mechanics in its various branches: theoretical, experimental, technical and applicative. Naturally 
everyone has a mentality suited to the direction in which his research and his teaching and 
professional activity are carried out, but for all the interest focuses on Mechanics, a very broad, 
multifaceted science in continuous development, "paradise of mathematical sciences", as said 
Leonardo, but also the foundation of all physical science.
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NODYS (International Society of Nonlinear Dynamics) is a society established in 2018 to enable 
knowledge sharing and dissemination, international collaboration, and skills development in the 
field of nonlinear dynamics.

The Ministry of Culture (MIC) is a department of the Italian government. It is responsible for the 
protection of culture and entertainment and the preservation of artistic, cultural and landscape 
heritage. Founded in 1974 as the Ministry for Cultural and Environmental Heritage, over the years 
it has taken on different denominations. 
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NODYCON 2023 Awards 
NODYCON 2023 will feature three types of awards. 

• The Ali H. Nayfeh Prizes (1st, 2nd, and 3rd Prize), in honor of Nonlinear Dynamics's
founding editor, the late Professor Ali H. Nayfeh, supported by Springer for the best
papers presented by graduate students and postdocs at NODYCON 2023.

• The Ali Nayfeh Senior Award supported by the NODYS Society
• The Early Career Award supported by the NODYS Society.

The Award ceremony will be held during the Conference Banquet, June 21, 2023. The Ali H. Nayfeh 
prize for the first place is €500, for the second place €400, and for the third place €300. 

The Awards committee for NODYCON 2023 includes: 
• Prof. Matthew Cartmell, University of Strathclyde, UK
• Prof. Angelo Luongo, University of L’Aquila, Italy
• Prof. C. Nat Nataraj, Villanova University, USA.

Ali H. Nayfeh, Professor Emeritus of Nonlinear Dynamics 
21 December 1933 – 27 March 2017 
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ALI H. NAYFEH PRIZES 

The evaluation grid is based on the quality of the written paper using the criteria of novelty, 
achievement, and potential impact. The papers were submitted to the NODYCON 2023 Special Issue 
of Nonlinear Dynamics or to the NODYCON 2023 Springer Proceedings. The Ali H. Nayfeh Prizes 
selected for the 2023 edition are shown below. 

First Prize: Dr. Rohit Chawla for the paper ‘Higher 
order transverse discontinuity mapping for hybrid 
dynamical systems', co-authored with Aasifa Rounak 
and Vikram Pakrashi, University College Dublin, 
Ireland 

Second Prize: Dr. Ahmed Barakat for the paper ‘Non-
trivial solutions and their stability in a two-degree-of-
freedom Mathieu-Duffing system', co-authored with 
Eva Weig and Peter Hagedorn, Technical University of 
Munich, Germany; 

Third Prize: Dr. Andrei Faragau for the paper ‘The 
interplay between the electro-magnetic and wave-
induced instability mechanisms in the Hyperloop 
transportation system', co-authored with Rui Wang, 
Andrei Metrikine, and Karel N. van Dalen, TU Delft, 
Netherlands. 
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ALI H. NAYFEH SENIOR AWARD & NODYS EARLY CAREER AWARD  

The Nonlinear Dynamics Society (NODYS) solicited nominations for the inaugural Ali H. Nayfeh 
Senior Award and the Early Career Award. 
The Senior Ali H. Nayfeh Award was established to recognize exceptional impact of research 
contributions and education of researchers and/or practitioners, and general leadership in 
advancing the field. The Senior Award is not an end-of-career award as it also aims to recognize 
mid-career individuals with a remarkable record of contributions. The inaugural 2023 edition 
attracted outstanding nominations which made the work of the Award Committee quite 
challenging. 

Prof. Steven Shaw, Florida Institute of Technology, 
USA 

2023 SENIOR ALI H. NAYFEH AWARD 

The NODYS Early Career Award is presented to an early-career recipient who demonstrates 
research excellence in the field of nonlinear dynamics. At the time of awarding, candidates must be 
under the age of 40 years, and be within 10 years of their terminal degree. The inaugural 2023 edition 
received strong nominations. 

Dr.  Pierpaolo Belardinelli, Polytechnic University of 
Marche, Italy 

2023 NODYS EARLY CAREER AWARD 
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Adrien Mélot, Enora Denimal, Ludovic Renson

← Estimating seismic behavior of buckling-restrained braced frames using
machine learning algorithms
Benyamin Mohebi, Farzin Kazemi, Neda Asgarkhani

← A Stochastic computational technique for the multi-Pantograph-delay
systems through Trigonometric approximation (Poster) 
Iftikhar Ahmad, Siraj Ul Islam Ahmad, Hira Ilyas



← An Algebraic Model for Hysteretic Responses exhibiting Cyclic Hard-
ening and Softening Phenomena: Preliminary Results
Raffaele Capuano, Nicolò Vaiana, Luciano Rosati
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← Iterative algorithm for dynamical integrity assessment of systems sub-
ject to time delay
Bence Szaksz, Giuseppe Habib

← Phase space visualisation with non-variational chaos indicators
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J. Rodŕıguez-Luis

36



Nonlinear wave propagation

← Doubly periodic solutions and breathers of the Hirota equation: Cas-
cading mechanism and spectral analysis
Huimin Yin, Qing Pan, K.W. Chow

← Excitations of distorted magnetosonic lump waves by orbital charged
space debris objects in ionospheric plasma
Siba Prasad Acharya, Abhik Mukherjee, M. S. Janaki

37

← Vacuum polarization energy in coupled-fermion φ4 kink systems
Danial Saadatmand, Herbert Weigel

← Investigation of a nonlinear gradient elasticity model for the prediction
of seismic waves
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José Luis Dı́az Palencia, Julián Roa González
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← Nonlinear effects of the central body oblateness on the coplanar dy-
namics of solar sails
Martin Lara, Elena Fantino, Roberto Flores

← Exact potentials in multivariate Langevin equations
Tiemo Pedergnana, Nicolas Noiray

← Nonresonant averaging of an inhomogeneous nonlinear Mathieu equa-
tion
Dhananjaykumar Tandel, Anindya Chatterjee, Atanu Mohanty

← A study on an analytic optimization of variable pitch broaching
Zsolt Iklodi, Zoltan Dombovari

← Collinear point dynamics of a dumbbell satellite in fast rotation
Martin Lara

43

← The blow-up method applied to monodromic singularities of the plane
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Yinnan Luo, Ulrich J. Römer, Marten Zirkel, Lena Zentner, Alexander
Fidlin

64



← Anti-synchronization of Quaternion Valued Inertial Neural Networks
with Unbounded Time Delays: Non-Separation Approach.
Sunny Singh, Subir Das (Poster)

← Explosive death transitions in a complex network of chaotic systems
Samana Pranesh, Sayan Gupta (Poster)

← Anomalies in Synchronization of Globally Coupled Mechanical Metronomes
Omer Livneh, Oriel Shoshani

← Embedding dimension of the dynamical manifold in the phase space as
a measure of chimera states
Olesia Dogonasheva, Boris Gutkin, Denis Zakharov

← Synchronised States and Transients in Minimal Networks of Oscillators
Andrea Elizabeth Biju, Sneha Srikanth, Krishna Manoj, Samadhan A.
Pawar, R. I. Sujith

← Bifurcations and Chimera States in Self-Excited Inertia Wheel Pendu-
lum Arrays
Gilad Yakir, Yuval Levi, Oded Gottlieb

Networks synchronization

← Synchronization of Discrete-Time Fractional Complex Networks With
Time Delays Via Event-Triggered Strategy
Xiaolin Yuan, Guojian Ren, Yongguang Yu, Wei Chen

65



New trends in nonlinear dynamics

Vehicle dynamics

← On the self-excited chatter vibration in motorcycles
Alexander Schramm, Silvio Sorrentino, Alessandro De Felice

← Investigation of the control characteristics for a driver-vehicle system
with steering and throttle control
Alois Steindl, Johannes Edelmann, Manfred Plöchl
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← The effects of road curvature on the stability of path-following of au-
tomated vehicles
Illés Vörös, Dénes Takács
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← Simultaneous passive suppression and energy harvesting from galloping
using a bi-stable piezoelectric nonlinear vibration absorber
Guilherme Rosa Franzini, Vitor Schwenck Franco Maciel, Guilherme
Jorge Vernizzi, Daniele Zulli

← Probabilistic analysis of an asymmetric bistable energy harvester
João Pedro Norenberg, Americo Cunha Jr, Samuel Da Silva, Paulo
Sergio Varoto

← Effects of energy harvesting from a piezoelectric element attached to a
propelling flexible tail
Hossam Alqaleiby, Mahmoud Ayyad, Muhammad R. Hajj, Lei Zuo
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← Managing parametric frequency noise using nonlinearity in a High-Q
micromechanical torsion pendulum
Jon Pratt, Stephan Schlamminger, Aman R. Agrawal, Charles A. Con-
dos

← Mode Localization of Electrostatically Coupled Shallow MEMS Arches
Hassen M. Ouakad, Ayman M. Alneamy

← Nonlinear modeling of micro-cantilever beams
Ayman Alneamy, Walter Lacarbonara, Eihab Abdel-Rahman

← Differential Capacitance Gas Sensors
Fehmi Najar, Mehdi Ghommem, Samed Kocer, Alaaeldin Elhady, Ei-
hab Abdel-Rahman

← How to Excite Anti-Symmetric Modes in a Symmetric MEMS?
Sasan Rahmanian, Ayman Alneamy, Yasser S. Shama, Samed Kocer,
Eihab M. Abdel-Rahman, Mustafa Yavuz

← The response of nonlinear circular viscoelastic panels to electrodynamic
excitation
Anish Kumar, Oded Gottlieb

← Multiple internal resonances and impacting dynamics of micromachined
arch resonators
Laura Ruzziconi, Rodrigo T. Rocha, Wen Zhao, Amal Z. Hajjaj, Mo-
hammad I. Younis

← Control of an electrostatically actuated micro portal frame with : in-
ternal resonance subjected to damping disturbances
Wagner Barth Lenz, Rodrigo T. Rocha, Fahimullah Khan, Yousef Al-
goos, Mohammad I. Younis
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MEMS/NEMS

← Reduced order modelling with Deep Learning methods of the steady-
state response in MEMS
Giorgio Gobat, Alessia Baronchelli, Attilio Frangi



← Amplitude-Voltage Response of Superharmonic Resonance of Fourth
Order of Electrostatically Actuated MEMS Cantilever Resonators
Dumitru I. Caruntu, Christopher I. Reyes

← Vibration mitigation by two parametric anti-resonances in high-Q res-
onators: a preliminary case study
Miguel Ramı́rez Barrios, Fadi Dohnal

← Detection of pull-in and periodic solutions of magMEMS model using
Sturm’s theorem
Piotr Skrzypacz, Bek Kabduali, Grant Ellis

← Emergence of nonlinear damping in nanomechanical systems from ther-
mal interactions
Ali Sarafraz, Farbod Alijani
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← A MEMS triple sensing scheme based on nonlinear coupled microma-
chined resonators
Zhengliang Fang, Stephanos Theodossiades, Amal Z. Hajjaj



Fractional order system

← Fractional damping term in the Helmholtz and Duffing nonlinear oscil-
lators
Mattia Coccolo, Jesús M. Seoane, Miguel Ángel Sanjuán

← Reliability Problem of a Fractional Stochastic Dynamical System Based
on Stochastic Averaging Method and Deep Learning Algorithm
Yu Guan, Li Wei, Dongmei Huang, Natasa Trisovic

← Nonlinear vibration of small size beams on fractional visco-elastic foun-
dation
Nikola Nešić, Milan Cajić, Danilo Karličić, Julijana Simonović

← On the Dynamics Analysis of Microresonator System with Fractional-
order
Tao Xi, Jin Xie, Zhaohui Liu

← Generalized Fractional-Order Complex Logistic Map and Fractals on
FPGA
Sara M. Mohamed, Wafaa S. Sayed, Lobna A. Said, A. G. Radwan

← Fractional-Order Extension and FPGA Verification of Chaotic Models
for Several Diseases
Sara M. Mohamed, Wafaa S. Sayed, Mohammad Adm, Lobna A. Said,
A. G. Radwan (Poster)

← Fractional control performance assessment of the nonlinear mechanical
systems
Patryk Chaber, Pawe l D. Domański

← Broadening the operational range of a fractionally damped piezoelectric
energy harvester
Stepa Paunović, Milan Cajić, Danilo Karličić

← Fractal Response of a Nonlinear Packaging System
Luis M. Palacios-Pineda, Óscar Mart́ınez-Romero, Daniel Olvera-Trejo,
Alex Eĺıas-Zúñiga
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← State estimation of time-fractional reaction-diffusion SEIR model for
COVID- with mobile sensors
Fudong Ge, YangQuan Chen

← Reliability of fractional-order hybrid energy harvesters under random
excitations
Ya-Hui Sun, Yong-Ge Yang, YangQuan Chen

← Bird Like Trajectories in D Chaotic System Incorporated with Frac-
tional Order, Memristor and Encryption
Muhammad Ali Qureshi
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Metamaterials

← A Metamaterial Concept using the Hybrid Position Feedback Control
Method and Bistable Structural Elements
Mehmet Simsek, Rick Schieni, Laurent Burlion, Onur Bilgen

← Nonlinear interactions in a nonlinear time-dependent chain
Aurélie Labetoulle, Alireza Ture Savadkoohi, Emmanuel Gourdon, Lamar-
que Claude-Henri

← Inverse Design of Periodic and Quasi-Periodic Nonlinear Mechanical
Metamaterial
Pravinkumar Ghodake

← A Nonlinear Metamaterial Induced by Nonlinear Damping Effect with
Inertia Amplifiers
Bao Zhao, Xingbo Pu, Bart Van Damme, Andrea Bergamini, Eleni
Chatzi, Andrea Colombi

← Modal interactions in a non-linear mass-in-mass periodic chain
Jean Flosi, Alireza Ture Savadkoohi, Lamarque Claude-Henri

← Towards the Robust Optimal Design of Nonlinear Metamaterials
Camila Da Silveira Zanin, Samy Missoum, Alireza Ture Savadkoohi,
Sébastien Baguet, Régis Dufour

← Topological Indices of Line Graph of Metal Organic Compound
Muhammad Talha Farooq, Pawaton Kaemawichanurat (Poster)

← Bandgap formation study of a geometrically nonlinear metamaterial
Kyriakos Alexandros Chondrogiannis, Vasilis Dertimanis, Eleni Chatzi

← Acoustic non-reciprocity in strongly nonlinear locally resonant lattices
Mohammad Bukhari, Oumar Barry, Alexander Vakakis

← Parametric resonance and extreme motions of a cantilever with a tip
mass: an experimental-theoretical study
Hamed Farokhi, Eetu Kohtanen, Alper Erturk
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Biomechanics and small-scale robots (Organizer Prof.
Y. Liu)

← Multi-Objective Optimization Of a Vibro-Impact Capsule Moving In
Small Intestine
Jiapeng Zhu, Maolin Liao, ZhiQiang Zhu

← AI assisted early bowel cancer detection using a self-propelled capsule
robot
Kenneth Omokhagbo Afebu, Jiyuan Tian, Evangelos Papatheou, Yang
Liu, Shyam Prasad

← Dynamics of a soft capsule robot self-propelling in the small intestine
via finite element analysis
Jiyuan Tian, Zepeng Wang, Yang Liu, Shyam Prasad

← A nonlinear model for identifying human-exoskeleton coupling param-
eters in lower extremities
Cheng Huang, Yao Yan

← Dynamics of a vibro-impact self-propelled capsule encountering a bump
in the small intestin
Ruifeng Guo, Yao Yan

← A Vibro-Impact Capsule Driven by its Inner GMM Exciter
Zhi Li, Maolin Liao, Zhipeng Liu, Zexu Wang, Zhihang Feng
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← Shape Forming of a Soft Magnetic Microrobot Using Non-Homogeneous
Magnetic Fields
Kiana Abolfathi, Jose A. Rosales Medina, Hesam Khaksar, James H.
Chandler, Klaus McDonald- Maier, Keyoumars Ashkan, Pietro Valdas-
tri, Ali Kafash Hoshiar

← Wireless force sensing of a micro-robot penetrating a viscoelastic solid
Moonkwang Jeong, Felix Fischer, Tian Qiu

← Constrained Green’s function for a beam with with arbitrary spring
and nonlinear spring foundation
Xiang Zhao, Qi Wang, Weidong Zhu, Yinghui H. Li



← Complex dynamics of a vibro-impacting capsule robot in contact with
a circular fold
Shan Yin, Yao Yan, Joseph Páez Chávez, Yang Liu

← Parameter identification of a vibro-impact capsule robot through opti-
misation
Shan Yin, Jiajia Zhang, Yang Liu

← Rectilinear motion of a chain of interacting bodies in a viscous medium
Tatiana Figurina, Dmitri Knyazkov

← The closed-loop controller optimization of a discontinuous capsule drive
with the use of neural network in the uncertain frictional environment
Sandra Zarychta, Marek Balcerzak, Artur Da̧browski, Andrzej Stefański

← Comparison of feed-forward control strategies for hopping model with
intrinsic muscle properties of different complexities
Dóra Patkó, Ambrus Zelei, Giuseppe Habib

← Time-optimal control approximation for a discontinuous capsule drive
Marek Balcerzak, Sandra Zarychta, Artur Da̧browski, Andrzej Stefański

← Walking on an uneven terrain with a SLIP model based compliant
biped
Saptarshi Jana, Abhishek Gupta

← Dynamic modelling of a vibro-impact capsule robot self-propelling in
the large intestine via finite element method
Zepeng Wang, Jiyuan Tian, Yang Liu, Shyam Prasad

← Nonlinear transduction and dynamic buckling of dielectric elastomer
actuators
Yi-Husan Hsiao, Yufen Chen

← Numerical investigation of a piezoelectric wrinkled film-based vibration
sensor for the vibro-impact capsule robot
Bo Wang, Haohao Bi, Yang Liu
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← Characterisation of Miniaturised Soft Continuum Robots with Rein-
forced Chambers
Jialei Shi, Wenlong Gaozhang, Helge A. Wurdemann

← Microrobot control from individual to collective
Kiana Abolfathi, Ali K. Hoshiar

← Human balance during quiet stance with physiological and exoskeleton
time delays
Shahin Sharafi, Thomas K. Uchida
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← Synaptic scaling enables extreme selectivity in high-dimensional neu-
rons
Valeri A. Makarov, Sergey Lobov, Vasilisa Stepasyuk, Julia Makarova

← Multiscale Model of Cardiac Muscle Contraction using Langevin Dy-
namics and Biological Elastic Network Analysis
Yasser Aboelkassem

← Do strokes affect the brain’s critical state? A theoretical perspective
Jakub Janarek, Zbigniew Drogosz, Jacek Grela, Jeremi K. Ochab,
Pawel Oswiecimka, Maciej A. Nowak, Dante R. Chialvo (Poster)

← Effects of rising sea surface temperature on the dynamics of coral-algal
interactions
Sasanka Shekhar Maity, Joydeb Bhattacharyya, Samares Pal

← Hopf Bifurcation Analysis for a Delayed Nonlinear-SEIR Epidemic Model
on Networks
Madhab Barman, Nachiketa Mishra (Poster)
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← Non-linear dynamics of the temporomandibular joint disc
Jerzy Margielewicz, Damian Ga̧ska, Grzegorz Litak

← Global dynamical analysis of age-structured population model
Preeti Deolia, Anuraj Singh (Poster)

Biological systems dynamics

← Chemical Signalling and Pattern Formation in Schoener’s Predator-
Prey Model
Purnedu Mishra, Dariusz Wrzosek



Stochasticity and noise

← A novel alternative formalism of the Wiener path integral technique
- circumventing the Markovian assumption for the system response
process
Ilias G. Mavromatis, Apostolos F. Psaros, Iannis A. Kougioumtzoglou

← Diagrammatic perturbation theory for Stochastic nonlinear oscillators
Akshay Pal, Jayanta kumar Bhattacharjee

← Fuzzy Generalized Cell Mapping with Adaptive Interpolation (FGCM
with AI) for Bifurcation Analysis of Nonlinear Systems with Fuzzy
Uncertainties
Ling Hong, Jun Jiang, Xiao-Ming Liu

← Effect of an uncertain symmetry-breaking parameter on the global dy-
namics of the Duffing oscillator
Kaio C.B. Benedetti, Paulo B. Gonçalves, Stefano Lenci, Giuseppe
Rega

← Response statistics of a conceptual airfoil with consideration of extreme
load conditions
Qi Liu, Yong Xu

← Modeling stick balancing with stochastic delay differential equations
Gergő Fodor, Zoltán Kovács, Dániel Bachraty
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Nonlinear phenomena in bio- and ecosystems dynamics

← Non-stationary dynamics in a complex marine biogeochemical model
Guido Occhipinti, Cosimo Solidoro, Roberto Grimaudo, Davide Valenti,
Paolo Lazzari

← Resonance bifurcations in a discrete-time predator-prey system
Anuraj Singh, Vijay Shankar Sharma (Poster)

← A data-driven uncertainty quantification framework for mechanistic
epidemic models
Americo Cunha Jr, David A.W. Barton, Thiago G. Ritto

← Control policies for dengue: insights from a mathematical model
Carla Pinto, Dumitru Baleanu, Amin Jajarmi

← An Overview on Time-frequency Effects of ECG Signals Using Syn-
chroextracting Transform
M. Varanis, S. Hemmati, M.C. Filipus, F.L. de Abreu, Jose M. Balt-
hazar, C. Nataraj

← Investigation of Parkinsonian tremor signals troughs nonlinear time
series analysis
Antonio Zippo, Francesco Pellicano, Giovanni Iarriccio

← Novel approaches and “similarity score” for the identification of active
sites during patient-specific catheter ablation of atrial fibrillation
Vasanth Ravikumar, Xiangzhen Kong, Henri Roukoz, Elena Tolkacheva
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Stability of thin liquid film flows over a uniformly heated slippery substrate under 
Heat Flux boundary condition 

Anandamoy Mukhopadhyay∗ and Amar Gaonkar∗
∗  Department of Mathematics, Vivekananda Mahavidyalaya (The University of Burdwan), West Bengal 713103, India. 

∗ ∗ Department of Mechanical, Materials and Aerospace Engineering, IIT Dharwad, Karnataka-580011, India. 

Abstract. We investigate the stability of gravity-driven Newtonian, thin liquid film falling down a uniformly heated 
slippery inclined plane. The rigid inclined plane is not thermally insulated as considered by most authors ([1]- [3]) in their 
study. In real situation heat losses to the ambient air at the solid-air interface. Consequently, we have considered Heat 
Flux (HF)/mixed-type boundary condition as the thermal boundary condition on the rigid plate. This boundary condition 
involves the heat flux from the rigid plate to the surrounding liquid and the heat losses from the wall to the ambient air. 
Using long-wave expansion method we construct a highly nonlinear evolution equation in terms of the film thickness at 
any instant. Using normal mode approach the linear study reveals the onset of instability. Weakly nonlinear study 
demarcates the different stable/unstable zones and their variations with the variation of the wall film Biot number Bw and 
the slip length δ, associated with the heat losses at the solid-air interface and the slippery effects of the rigid substrate 
respectively. Finally, the numerical simulation of the evolution equation is performed using Crank-Nicolson scheme over 
a periodic domain. It confirms the results obtained by the linear and the weakly nonlinear study. 

Introduction 
Hydrodynamical stability of thin liquid film flows down a uniformly/non-uniformly heated vertical/inclined 
plane is a fascinating problem. Recently, few works ([1]- [3]) are published, where the rigid substrate is 
considered to be slippery, since in laboratory researchers are engaged to prepare 
hydrophobic/superhydrophobic surfaces to fulfill the demand of industry. Now the thermal boundary condition 
considered by the researchers ([1]- [3]), for the thin liquid film flow problem over a heated slippery substrate 
is of specified temperature (ST) boundary condition / Dirichlet condition, where the rigid substrate is assumed 
to be of thermally insulated and therefore no heat losses at the solid-air interface. In real situation there exists 
no such insulation that prevents heat loss to the ambient air. In the proposed model, our aim is to discuss the 
effect of slip length on the dynamics and the stability of thin liquid film flow, over a uniformly heated slippery 
substrate, under the HF boundary condition. 

Figure : Variation of critical Reynold’s number with the variation of slip length and for typical values of wall film Biot number Bw = 
0.8, 1.0, 10.0. 

Results and Discussions 
As the wall film Biot number increases, the Re_c also increases. It confirms the stabilizing role of wall film 
Biot number Bw. Also, as the slip length δ increases, Re_c decreases. It shows the destabilizing role of the slip 
length, found by the linear stability analysis. 
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[1] Samanta A. (2020) Non-modal stability analysis in viscous fluid flows with slippery walls. Phys. Fluids 32:064105.
[2] Chattopadhyay A., Desai A. S., Gaonkar A., Barua A. K. and Mukhopadhyay A. (2021) Weakly viscoelastic film on a slippery 

slope. Phys. Fluids 33:112107.
[3] Chattopadhyay A., Mukhopadhyay A. and Barua A. K. (2021) Thermocapillary instability on a film falling down a non-
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Influence of Pulsating Internal flow on Marine Riser with Nonlinear Geometry 
Feras Alfosail* **, Shadid Nutaifat **, Qasim Saleem**, Americo Cunha Jr*** and  

Mohammad I. Younis* 
*King Abdullah University of Science and Technology, Thuwal 23955-9600, Saudi Arabia

**Consulting Services Department, Saudi Aramco, Dhahran 31311, Saudi Arabia 
*** Rio de Janeiro State University, UERJ 

Abstract. In this work, we numerically explore the dynamics of inclined marine risers when it is subjected to pulsating 

internal fluid flow. The presence of geometric nonlinearities with static deflection makes the response of the inclined riser 

different from conventional top tension risers when subjected to pulsating internal flows. The riser model equation is solved 

via Galerkin method and validated using perturbation approaches for single mode. Then, we study the multi-modal dynamic 

response of the riser which reveals interesting and complex nonlinear interactions. 

Introduction 
Pulsating flow is a phenomenon that affects the oil and gas industries. It occurs due to abrupt perturbations 

and fluctuations in the internal fluid flow of the riser pipe which in return can affect and influence the 

vibrational motion of the structure. It occurs due to several reasons such as the nature of the multi-phase flow 

and sudden geometric changes [1]. Because the value of the excitation amplitude and frequency of 

fluctuation of the flow varies, the influence of the flow can be sever especially if the frequency of these 

flows are near structural resonances of the riser making them prone to failure by fatigue. On that basis, 

following the previous work in [2-3], the motion of the riser is analysed when it is subjected to internal flow 

fluctuations. 

Results and Discussion 
The inclined riser to be analyzed in this work is under mid-plane stretching and subjected to static deflection 

with pulsating internal fluid flow. The equation of the model is analyzed and solved to obtain dynamic 

response curves of the riser. Due to the squaring of the terms and flow of the internal fluid flow is unsteady, 

the excitation frequency is expected to occur at both Ω and 2Ω because of the nature of the parametric 

excitation. The dynamic response of the lowest three modes is depicted in Fig.1 
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 (a)    (b)      (c)  (d) 

Figure 1: Frequency response curves around the first mode forV = , 0.416dc = at x=0.48. (a,b) Backward Sweep (   )

0.25 = , ( ) 0.50 = , ( ) 0.75 = . The inset is magnified of (b). (c,d) (  ) 1 = . Filled shapes denotes forward sweep. 

We observe, in Fig. 1, the frequency response curves for the lowest three modes of the riser. The influence of 

the different components that exists in the system is apparent as a result of the interaction. The softening 

nonlinearity effects due to the quadratic term is less apparent due to the competing effects between the first 

mode and contributions from other modes that exist in the response. This softening is observed very well in 

Fig. 1b in comparison to other cases around the secondary parametric resonance excited due to the squaring 

of the velocity term. In addition, the complexity of the interaction with other resonances in the response of 

the solution near Ω and 2Ω become more visible at higher fluctuating velocity as the solution demonstrate 

quasi-periodic leading to chaotic behavior. In addition, due to the nonlinear interaction, we observe the co-

existence of solutions due to the presence of quadratic nonlinearities. As a result, the response of the riser 

reveals interesting complex and rich dynamic features. 
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Vortex-induced forces and vibration of subsea structures in proximity to larger objects
Henry Francis Annapeh∗ and Victoria Kurushina∗,∗∗

∗Laboratory of Vibration and Hydrodynamics Modelling, Industrial University of Tyumen, Tyumen, Russia, ORCID
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Abstract. Flow around three identical circular cylinders in statics and undergoing transversal vortex-induced vibration in
close proximity to a subsea equipment is modelled using computational fluid dynamics. Simulation results include time
histories of hydrodynamic coefficients, FFT data, pressure distribution, velocity fields, accompanied by the sensitivity
analysis of the spacing among the structures and the flow profile.

Introduction

Analysis of the vortex-induced loads on structures in a group in a fixed position and experiencing vibration is
essential to obtain correct fatigue estimates and ensure safe design of offshore systems. In the current work, a
group of three subsea structures of a circular cross-section and arranged in tandem is modelled in statics and
with one structure experiencing transversal oscillations. The circular structures are considered, first, standalone,
and then placed in proximity to a larger piece of the subsea equipment, presented by a squared cylinder, as
shown in Fig. 1. Three types of flow are investigated: uniform, linearly sheared current and the flow of
a parabolic velocity profile. Proximity of structures, their hydrodynamic properties and flow features create
complex wake interference effects, especially, when the lock-in and near-lock-in conditions are considered.

(a) (b)
Figure 1: Group of identical subsea circular structures in proximity to an equipment under the linearly sheared flow: (a) general view
on the computational domain; (b) velocity contour for the case of the moving middle structure.

Results and discussion

The computational fluid dynamics (CFD) method and the k − ω SST turbulence model is used in this study
to investigate the vortex shedding process and vibration characteristics of the fluid-structure interaction. Sim-
ulations are performed with the ANSYS Fluent software, including the initial benchmarking of the numerical
model with the published results for a submerged cylindrical object under the uniform flow conditions [1–3].
Changes are observed in the pressure and velocity fields, vortex formation process, frequency and amplitude of
the hydrodynamics force components with respect to each structure, and displacement time histories for oscil-
lating bodies. Several considered scenarios indicate variations in the flow field and load fluctuations related to
the wake superposition from a larger subsea object and the group of smaller structures.

References

[1] J. Franke and W. Frank. Large eddy simulation of the flow past a circular cylinder at Re = 3900. J Wind
Eng Ind Aerod, 90(10):1191–1206, 2002.

[2] S. Wornom, H. Ouvrard, M.V. Salvetti, B. Koobus, and A. Dervieux. Variational multiscale large-eddy
simulations of the flow past a circular cylinder: Reynolds number effects. Comput Fluids, 47(1):44–50,
2011.

[3] C. Norberg. Effects of Reynolds number and a low-intensity freestream turbulence on the flow around a
circular cylinder. Chalmers University, Goteborg, Sweden, Technological Publications, 87(2):1–55, 1987.



Vortex-induced loads on subsea pipelines due to marine biofouling
Nikita Finogenov∗ and Victoria Kurushina∗,∗∗
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Abstract. Marine biofouling is a major economic and technical concern worldwide for nearly all industries operat-
ing in water. The current work considers several geometrical configurations of the growing plants using the numerical
computational fluid dynamics model to estimate the effect on the fluctuating fluid forces, pressure and vortex shedding
patterns.

Introduction

The accumulation and growth of microorganisms, plants or small animals settling on subsea structures con-
tributes to several aspects to be considered during the structural design of ship hulls, offshore platform supports,
risers, jumpers, flowlines, subsea equipment, power cables, etc. Estimating the impact of marine biofouling rep-
resents a substantial modelling challenge for elements of both traditional oil and gas production systems and
novel offshore energy harvesting systems. Biofouling expands the outer dimensions of subsea structures, in-
creases its surface roughness, mass, changes the flow regime and resulting hydrodynamic loads from external
currents and waves. Following the studies [1–3], the ongoing research attempts to identify the geometrical
configurations leading to substantial alterations in the vortex shedding patterns and increase in the lift and drag
forces using the computational fluid dynamics approach.

Results and discussion

The present work considers a circular cylinder in a fluid domain, where the structure with a partial coverage with
fouling elements is subjected to a uniform flow, as shown in Fig. 1. The 2D numerical model is designed for
the simplified cone-shaped fouling, equally-spaced over the downstream part of the structural circumference.
The study considers several heights, widths and a different number of fouling elements and includes the mesh
verification, simulations and analysis of hydrodynamic coefficients. The results obtained reveal maximum
expected fluid forces, their dominant frequencies, vortex shedding patterns, changes to the velocity, pressure
and vorticity fields.

Figure 1: Numerical model for the flow over cylindrical structure with biofouling: a) general view on the mesh of the fluid domain; b)
mesh around the structure with a simplified fouling model.
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A new Koopman-inspired approach to match flow field excitation with consequent 

structure responses for nonlinear fluid-structure interactions  

Cruz Y. Li1,2, Zengshun Chen1, Xisheng Lin2, Tim K.T. Tse2, and Yunfei Fu2 
1School of Civil Engineering, Chongqing University, Chongqing, China 
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Abstract. This work presents a novel method to form constitutive fluid-to-structure, excitation-to-response correspondences 

for insights into nonlinear fluid-structure interactions (FSI). It combines temporal orthogonality and phenomenological 

visualization, serving as a Koopman-inspired, POD-projected, and machine-learning-embedded method that can be seen as 

an advanced Discrete Fourier/Z-Transform. Successful implementation with a prism wake with homogenous and anisotropic 

turbulence attests to its capability to handle a broad spectrum of problems involving nonlinear and stochastic dynamics. 

Introduction 

One long-standing difficulty of fluid-structure interactions (FSI) is the inability to match a flow field excitation 

with consequent structure response(s). There is yet an effective method to perform the task because of FSI’s 

multi-dimensional complexities, involving many research frontiers like fluid mechanics, structural dynamics, 

nonlinearity, dimensionality, turbulence, stochasticity and chaos, and so on.  

Figure 1: a) an overview of the Koopman theory; b) space transformations and mappings performed by Koopman algorithms; c) A 

demonstration of the multi-observable frequency-matching procedure to establish six dominant fluid-structure correspondences in 

the prism wake example; d) a snapshot of the dynamic Koopman mode showing the phenomenological content of matched flow 

field excitation and resultant structure surface pressures at St = 0.1242, the underlying mechanism is the formation of separation-

induced asymmetric wall jets, shear-layer-triggered separation bubbles and reversed flows, reattachment as a result of excessive 

curvature and bubble enclosure, and eventual shedding of longitudinal substructure (i.e., rolls) as a part of a Karman vortex. 

Results and discussion 

Inspired by applied Koopmanism (Fig, 1a) [1], the authors developed and successfully actualized a data-driven 

approach to overcome the problem. The procedure begins with a series of space transformations and an 

implicit, globally optimal linearization, isolating orthogonal eigen tuples from spatiotemporally entangled raw 

measurements (Fig. 1b). Afterwards, the Koopman model distributes the dynamical content onto a discretized, 

sampling-independent Fourier spectrum, on which constitutive fluid-structure correspondence can be 

established by multi-observable frequency-matching (Fig. 1c). Finally, each fluid-structure pair can be 

visualized by the newly proposed dynamic Koopman mode, providing phenomenological information for full 

disclosures of underlying mechanisms (Fig. 1d). This method’s data-driven nature means it can be applied to 

a broad spectrum of FSI cases, opening windows for new fluid mechanics insights. It also shows promise in 
control problems because each observed response can now be traced back to its excitation origin. 
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Abstract. When the order of experimental fractional systems is unknown, frequency domain identification is typically based 

on linear least-squares (L2) methods, which often prove unsatisfactory. The main reason is that the solutions they provide are 

dense, often leading to a continuous of identified fractional differential orders, which obfuscate the very basic phenomena one 

wishes to highlight. In order to overcome such difficulty, the present work proposes the use of a L1 based nonlinear 

identification approach, which naturally leads to parsimonious identified results. This method is successfully illustrated on a 

system transfer function with both integer and fractional differential terms. 

Introduction 

Fractional models are being increasingly used in many branches of physics and engineering [1]. In this work 

we deal with the identification of fractional models from experimental Frequency Response Functions (FRFs) 

in the frequency domain ( )H i , when the integro-differential equations discrete order(s) 
n

  are unknown: 
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The linear identification procedure proposed by Hartley & Lorenzo [2] is straightforward to implement. The 

differential order continuum is discretized in the interval 
min max

[ , ]  sampled at  , so that 1, ,m M

differential order terms are identified. The FRFs ( ) 1 / ( )k kZ i H i  are measured at 1, ,k K frequencies.

Then, the model is formulated in and solved by the Least Squares Deviation (LSD) method: 
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Results and discussion 

Unfortunately, solutions provided by the LSD method are dense, producing a continuous of identified 

fractional differential orders as M  increases, which is objectionable. In order to overcome this difficulty, we 

propose to replace the LSD by the Least Absolute Deviation (LAD) method, a nonlinear L1-based 

identification approach that is sparsity-promoting, leading to parsimonious results: 

1
min

LAD L
 c Mc z

We illustrate the identification results on the following test system, previously used by Hartley & Lorenzo [2]: 
2 1.5 0.5( ) 1( ) 1.4( ) 1( ) 1.4( ) 1Z i i i i        

with three integer and two fractional derivatives. The range of integro-differential order hypothesized for 

identification is [ 1 , 3]   , sampled at 0.1  , these conditions being highly stringent compared to [2]. The 

LAD identification is based on the Iterative Reweighted Least Squares (IRLS) algorithm [3], which can 

minimize any pL  norm. Figure 1 clearly demonstrates, not only the essential problem of the common LSD 

identification method, but also the significant improvements obtained when the sparsity-promoting LAD 

approach is used. Robustness of the identification results is currently being addressed. 

Figure 1: Left side - FRFs and derivative coefficients using common least-squares (L2) identification; 

Right side - FRFs and derivative coefficients using nonlinear sparse (L1) identification.  
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Abstract. This work addresses the fluidization regime identification from experimental time series of static pressure 

obtained along a cold fluidization column by means of chaotic invariants. The cold circulating fluidized bed FB plant is 

instrumented at three different points of the column for a spatiotemporal analysis. We propose a normalized chaos index based 

on the ratio of Kolmogorov entropy between different column positions, and a divergence parameter. The value of the 

divergence associated with the Hurst exponent (H) was able to identify all four fluidization regimes for all tested particles. 

The main contribution of this work is the proposal of a new spatiotemporal approach to identify fluidized bed regime based 

on chaotic invariants evaluated from static pressure time series. 

 
 

Introduction 
 

Circulating fluidized bed (CFB) gasifiers have great potential to convert large amounts of carbonaceous 

feedstocks (biomass, municipal and industrial solid waste) into fuel gas. In this conversion process, the 

inventory of solid mass is reduced, which hinders maintaining the desired fluidization regime. The regime 

identification is an essential task to control the process and ensure operational continuity. Important 

contributions to fluidization regimes characterization occurred when scientists showed the presence of chaos 

in time series of a gas-solid fluidized bed process [1]. Identifying the regime in a column fluidization is a 

nonlinear spatiotemporal problem. Some authors have attempted to identify local behaviour in CFB, but not 

the global fluidization regime of the column [2,3]. This work addresses the fluidization regime identification 

from experimental time series of static pressure obtained along a cold fluidization column by means of chaotic 

invariants. 

 
 

Results and Discussion 
 

The cold CFB plant is instrumented at the base (1), middle (3), and top (5) of the column for a spatiotemporal 

analysis. Three different particles – glass 355m ID, sand 1.0mm ID, and sand 1.2mm ID – operating in four 

distinct regimes – expanded, bubbling, turbulent, and fast – are considered. We propose a normalized chaos 

index, IKij (𝑖, 𝑗 = {1, 3,5}), based on the ratio of Kolmogorov entropy between different column positions, and 

a divergence 𝑑 = 𝐼𝐾53 − 𝐼𝐾13. The value of the divergence associated with the Hurst exponent (H) was able 

to identify all four fluidization regimes for all tested particles. Figure 1(a) shows the evolution of IK13, IK53 

and IK15 for the four analyzed regimes, while Figure 1(b) depicts Hurst exponent for different column positions 

and regimes for the sand particle 1.0mm. As main result, we learned that the expanded regime is associated 

with 𝑑 ≈ 0, 𝐻3 ≈ 𝐻5 and 𝐻1 > 0.7; the bubbling regime is related to 𝑑 ≈ 0 and 𝐻1 < 0.7; the turbulent regime 

occurs when 0 < 𝑑 < 𝑚𝑎𝑥(𝑑); while in fast regime d reaches its maximum value. 

 

        
 

Figure 1: Results for sand 1.0mm: (a) Chaos indexes evolution in the different regimes; (b) Hurst exponent for different column 

positions and regimes. 
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Abstract. Single control surface (CS) freeplay has been well investigated in the aeroelastic field and several studies
describe its effect on the limit cycle oscillations (LCO). Airworthiness regulations establish that this discontinuous non-
linearity needs to be considered in both CS and trailing-edge tab, if the latter one exists. In this context, the present
study introduces the effects of freeplay from both CS and tab on the LCO. The four degree-of-freedom typical section
is considered, highlighting the main differences when compared with the freeplay of a single trailing-edge surface. The
results show that higher amplitudes are identified for this configuration when compared to the classical case.

Introduction
Discontinuous nonlinearities as freeplay are commonly present in hinge connections. The piecewise linear
torque of a hinge with freeplay (gap of amplitude 2δ in which the stiffness has no action) depends discontin-
uously on the rotation angle β, such that Tβ = kβ(β ± δ), if |β| > δ and Tβ = 0, if |β| < δ. Since this is a
topic addressed by airworthiness regulations (MIL-A-8870C, by United States Military Standard; AC 23.629-
1B and AC 25.629-1B by Federal Aviation Administration), the literature review for aeroelastic systems with
freeplay is dense and one of the main effects observed is the appearance of LCO [1]. The effect of freeplay in
a single control surface is largely studied [2], for example using the three degree-of-freedom (3-DOF) typical
section based on Theodorsen’s unsteady aerodynamics [3], even though the regulations highlight the need of
considering the freeplay not only in the main control surfaces but also in the corresponding tabs. Mashhadani
et al. [4] studied the airfoil typical section with an added fourth DOF, a tab attached to the trailing edge of the
CS. The authors consider freeplay on the tab only. A recent work is found to examine freeplay in both leading
and trailing control surfaces [5], showing how considering simultaneous freeplay in different CS is a new topic
in the field. In this context, this work presents the effect of freeplay acting in both CS and tab for the LCO of
the 4-DOF typical section (plunge, pitch, CS, and tab), employing the Hénon’s technique for time marching.

Results and discussion
Figure 1 shows the bifurcation diagrams for the CS (left) and the tab (right) inversion points (β̇ = 0 and γ̇ = 0)
for three scenarios regarding the freeplay inclusion: i. CS only, ii. tab only, and iii. both CS and tab. In general,
the scenarios can be compared in terms of the flight speed where the LCO start, the maximum magnitude of
the LCO, and their complexity, usually related to the amount of inversion points at certain speeds. Comparing
the scenarios with CS freeplay (i. and iii.), the maximum CS magnitudes are of similar order whereas the
maximum tab magnitudes are intensified by the presence of simultaneous CS element freeplay. Also, the
scenario i. presents higher complexity around the freeplay boundary for CS motion. Comparing the scenarios
with tab freeplay (ii. and iii.), the scenario ii. has more complex LCO in the range from V/Vf = 0.24 to
V/Vf = 0.56 and the presence of multiple freeplay produces higher magnitudes, for both CS and tab motions.
This latter conclusion is an important motivation to consider freeplay in various elements of a control surface.
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Figure 1: Bifurcation diagram for the control surface (left) and the tab (right) inversion points (β̇ = 0 and γ̇ = 0). Three scenarios of
freeplay: i. (⋆) CS only, δβ = 0.2 deg; ii. (□) tab only, δγ = 0.4 deg; iii. (o) both CS and tab, δβ = 0.2 deg and δγ = 0.4 deg.
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Abstract. In this study, the nonlinear dynamic model of a supercritical natural circulation loop (NCL) is developed, and 

supercritical water is selected as the working fluid for analysis. Based on the design parameters of a next-generation 

supercritical water nuclear reactor, this study conducts nonlinear dynamic analysis of the system after the occurrence of 

instability. The results indicate that complex nonlinear phenomena could exist in the system, such as subcritical Hopf 

bifurcations, supercritical Hopf bifurcations and period doubling bifurcations. A distinct route from periodic oscillations to 

chaotic oscillations is identified through period doubling bifurcations. The analysis of fast Fourier spectral transform further 

confirms the existence of chaotic oscillation. 

Introduction 
 

The advanced applications with supercritical fluids are implemented in various aspects, e.g. the new type of 

thermal power plants and the next-generation nuclear power plants. The supercritical heated system is 

inherently a nonlinear system. Since the instabilities, especially density-wave instability, may deteriorate the 

operation and safety of a supercritical heated system, it is essential to clarify the nonlinear phenomena of them. 

However, the nonlinear dynamic models for supercritical heated systems are quite sparse in the literatures. 

Some subcritical system codes or CFD tools [1-2] were amended to investigate the nonlinear characteristics in 

the supercritical heated systems. At present, such large system codes are generally inappropriate for analyzing 

the nonlinear phenomena in detail due to their complexity and time-consuming. Therefore, the objective of 

this study is to develop a simple nonlinear dynamic model of a single heated channel NCL at a supercritical 

pressure, which can conduct nonlinear stability analysis for the system. 

 

 
 

Figure 1: Chaotic oscillation, the corresponding attractor and Fast Fourier Transform (FFT) analysis. 
 

Results and discussion 
 

Employing three-region polynomial approximation [3], the nonlinear dynamic model of a supercritical heated 

channel NCL can be derived by the boundary condition: the summation of pressure drops through this closed 

NCL equals to zero. Through the nonlinear analysis, this study finds that outlet loss coefficient of the heated 

channel has a great influence on the nonlinear behaviors of the system. With a small outlet loss coefficient (i.e. 

ke=1), the nonlinear types in the unstable region are mainly subcritical Hopf bifurcation and supercritical Hopf 

bifurcation. If the system with a large outlet loss coefficient (i.e. ke=8), the complex nonlinear phenomena 

exist in the unstable region, particularly in the area of high inlet temperature. A route from limit cycle 

oscillations, periodic oscillations and eventually to chaotic oscillations (Fig. 1) is identified through period 

doubling bifurcations. The existence of chaotic oscillation is also verified through the analysis of fast Fourier 

spectral transform, as revealed in Fig. 1. It indeed illustrates an interesting chaotic attractor like butterfly wings. 
  

References 
[1] Ambrosini W., Sharabi M. (2008) Dimensionless parameters in stability analysis of heated channels with fluids at supercritical pressure. 

Nucl Eng Des 238: 1917-1929. 

[2] Ortega G’omez T., Class A., Lahey R.T., Schulenberg T. (2008) Stability analysis of a uniformly heated channel with supercritical 

water. Nucl Eng Des 238: 1930-1939. 

[3] Lee J.D., Chen S.W., Pan C. (2019) Nonlinear dynamic analysis of parallel three uniformly heated channels with water at supercritical 

pressures. Int J Heat Mass Tran 129: 903-919. 



Dynamics of curved cantilevered pipes conveying fluid
Mahdi Chehreghani∗, Ahmed Shaaban∗, Arun K. Misra∗ and Michael P. Paı̈doussis∗

∗Department of Mechanical Engineering, McGill University, QC, Canada, ORCID #

Abstract. The dynamics of curved cantilevered pipes conveying fluid was studied experimentally. Besides displaying a
rich dynamical behaviour, interest in the subject arises mainly because in real-world applications, such as soft robots and
solution mining, fluid-conveying pipes usually suffer geometric imperfections, often resulting in a curved pipe shape. A
table-top-size apparatus consisting of a pressure vessel and a hanging straight or curved cantilevered pipe was utilized.
Four different scenarios were investigated: (i) a straight pipe discharging water and submerged in air (pressure vessel filled
with air), (ii) a curved pipe discharging water and submerged in air, (iii) a straight pipe aspirating water and submerged
in water (pressure vessel filled with water), and (iv) a curved pipe aspirating water and submerged in water. It was found
that curved cantilevered pipes conveying fluid exhibit interesting and extraordinary nonlinear fluid-structure interaction
dynamics.

Introduction

The moderately simple fluid-elastic system of a pipe conveying fluid displays a rich dynamical behaviour and
has become a paradigm in dynamics [1]. Even though the gyroscopic conservative system of a pipe with
both ends supported cannot flutter [2] — despite the prediction of coupled-mode flutter by linear theory —
cantilevered pipes become unstable via either a sub- or supercritical Hopf bifurcation into periodic motion [3].
Exploring the underlying Fluid-Structure Interaction (FSI) mechanisms of the dynamics of pipes conveying
fluid, some studies in this topic are fundamental, rather than “application oriented” [4]. The interested reader is
refereed to [1,4] for a comprehensive review of the extensive studies on the subject. Compared to straight pipes,
studies on initially curved pipes are limited — even though pipes commonly used in real-word applications
usually suffer geometrical imperfections, including curvature. Additionally, works concerning curved pipes are
mostly focused on pipes with supported extremities. The seminal work of Misra et al. [5,6], which compares
the results of extensible or inextensible centreline theories, and that of Zhou et al. [7] investigates the dynamics
of curved cantilevered pipes discharging fluid only theoretically. To the best of authors’ knowledge, there is
no experimental study investigating the dynamics of cantilevered curved pipes discharging or aspirating fluid.
Motivated by this lacuna, the purpose of this study is to explore experimentally the dynamics of initially curved
fluid-discharging/aspirating cantilevered pipes, using the facility shown in Fig. 1.

(a) (b)

Figure 1: Photograph of (a) straight, and (b) curved cantilevered pipe used in the experiments.

Results and discussion

The flow velocity was increased to instability, and the motion of the pipe was tracked with a non-contacting
high-speed camera system. The obtained time-series data from the recorded videos was processed to yield
bifurcation diagrams, phase portraits, PDFs, PSDs, Lyapunov exponents, and position-triggered Poincaré maps.
It was found that both discharging and aspirating curved pipes undergo a large flow-induced static deformation
prior to the onset of an oscillatory instability about the static equilibrium position. Compared to straight pipes,
the onset of flutter instability of their curved counterparts occurred at almost the same flow velocity. However,
it may depend on the initial curved shape of the pipe, and this needs further investigation.
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Abstract. This article includes an analysis of the influence of mixed convection and variable viscosity under 

the effect of a transverse magnetic field on a stretching surface. Nano-fluid viscosity is supposed to be 

dependent on temperature. The effect of variable viscosity on the transversal magnetic field and hybrid 

convection can be seen by using Reynold’s model. The resulting nonlinear system of partial differential 

equations is transformed into a nonlinear system of first-order ordinary differential equations by the Lobatto 

IIIA approach, simplifying physical flow problems. Moreover, the impact of different parameters on 

temperature and velocity is shown graphically and tabulated results are also presented. The numerical 

findings obtained in this study are validated and very well in line with some previous literature findings. This 

research has helped to minimize the fluid flow and increases the fluid temperature and associated thermal 

boundary thickness by increasing the amount of Hartmann (parameter). In addition, the effect of the mixed 

convection and applied magnetic transverse fields are studied. 

 
Figure 1: Graphical abstract of the proposed problem 

Introduction 

A numerical investigation by utilizing the novel numerical approach is implemented for the variable 

viscosity and mixed convection under the effect of a transverse magnetic field on a stretching surface. The 

numerical computation is performed, including the Exactness, convergence, and stability study. The 

numerical results are performed with various cases on velocity, parameter stretching ratio, GR, M, PR based 

scenarios and are presented in a tabular and graphical manner. A repeated scheme for the most effective 

solution of the implicit equation which is related to the and 6th  order is the Runge-Kutta Lobatto IIIA 

method. The graphical abstract presented in figure 1 highlights the entire numerical process carried out in the 

proposed research. Lobatto IIIA method provide the most effective way for the quantitative solution of the 

non-linear stiff systems [1]. 

Results and discussion 
This paper examines the influence of coupled temperature and convection-dependent viscosity on magnetic 

hydrodynamic Nanofluids (NFs) stagnation point movement towards a more expanding surface. Copper and 

silver nano-particles are considered in rigorous correlative research. Vogel's and reynold's models are used to 

investigate the influence of  viscosity. In addition, the fluid flow is accelerated by the mixed convention. The 

base fluid's thermal conductivity is improved as the volumetric proportion of nanoparticles increases. 
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Abstract. Designing wave energy converters and testing them in ocean could be very expensive and complex, therefore
requiring effective numerical modeling and simulations. The extensive cost of high-fidelity simulations can be inhibiting,
especially in early stages of the design where different configurations need to be considered. Alternatively, a reduced-
order model, based on representation of physical phenomena including added mass, radiation damping, and nonlinear
unsteady hydrodynamics, can be used to optimize the geometry of the converter and in enhancing the control of the power
takeoff. Here, we perform a systematic identification of representative terms for forces acting on an oscillating flap to
develop a reduced-order model for its response in irregular waves.

Introduction

Because of its high density, wave power is considered as a renewable source that can support powering the
grid, desalination power plants, remote communities, or coastal and deep ocean observation stations. One
promising technology is the oscillating surge wave energy converter (OSWEC) [1], which consists of a flap
hinged to the sea floor in shallow areas or to a submerged platform in deep waters. Using a power takeoff
(PTO), energy is generated from its oscillating rotation under wave forcing. Simulating the hydrodynamic
response can be carried out at multi-fidelity levels. High-fidelity simulations performed by solving the Navier-
Stokes equations require extensive computing power and time. Medium fidelity simulations based on inviscid
flow assumptions or linear wave theory require lesser time but remain expensive in the initial stages of the
design iterations. On the other hand, a reduced-order model based on physical understanding and representation
should yield a time-domain solution with an acceptable level of accuracy that can also be used in implementing
PTO control. Difficulties in developing a time-domain model include accounting for the wave radiation and
unsteady hydrodynamic forces and developing an evaluation of their relative magnitudes. In this paper, we will
use validated free-decay and forced hydrodynamic numerical simulation to perform a systematic identification
of the added mass, radiation damping and unsteady hydrodynamic forces. Particularly, a state-space model
is used to replace the convolution term representing the radiation damping and a nonlinear term is used to
represent the unsteady forces resulting from flow separation.
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Figure 1: Comparison example of the OSWEC response under irregular wave excitation from high-fidelity and reduced-order model
representations

Results and Discussion

Figure 1 shows a comparison between the results from developed reduced-order model and high-fidelity numer-
ical simulations under irregular wave forcing. Based on RMS values, the error is less than 3% which indicates
a high level of agreement. It is important to note that the computational time is reduced from 17 days for the
high-fidelity simulation to only 13 minutes for the reduced-order model, which is significant when needing to
determine potential power generated based on wave resources. In the full paper, we will stress the relative con-
tributions and importance of the linear and nonlinear terms for different flap geometries. This characterization
will be used to obtain approximate solutions for the hydrodynamic response and extended for implementation
in the PTO control.
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Abstract. We investigate small in-plane motions of a slack catenary using the Rayleigh-Ritz method. Using assumed
modes and the Lagrangian approach, linearized equations with one holonomic constraint yield natural frequencies that
match simple experiments. However, if the mode shapes thus obtained are themselves used as assumed modes, the
approximation fails. A formulation that acknowledges nonlinear normal modes eliminates the constraint and gives the
correct frequencies again. This problem offers interesting insights into approximations, constraints, and linearization.

Introduction

A catenary is an inextensible chain that hangs between two fixed ends. Its equilibrium shape is a hyperbolic
cosine. Its in-plane oscillations have been studied by many authors before [1-5], using various approximations.
The difficulty in directly using assumed modes in a Lagrangian formulation (i.e., the Rayleigh-Ritz method) is
that the chain has a nonlinear pointwise inextensibility constraint involving spatial derivatives of the assumed
modes. We cannot easily express the displacements of the chain in both horizontal and vertical directions using
a complete basis of kinematically admissible functions. However, simple approximations are possible if we are
willing to do numerical integration in space to obtain various coefficients within the Lagrangian.
We begin by approximating the vertical motion as v(x, t) =

∑N
i=1 qi(t)ϕi(x), where the ϕi(x) are zero at

the endpoints of the catenary. Pointwise inextensibility yields a series expansion for the spatial derivative of
the horizontal displacement, i.e., ux(x, t). Integrating ux from one endpoint gives a u that need not be zero
at the other endpoint. This introduces a single scalar holonomic constraint on the qi’s. Now implementing
the Lagrangian formulation, we note that the potential energy in the Lagrangian is linear in the generalized
coordinates and cannot cause oscillations. The Lagrange multiplier corresponding to the holonomic constraint
plays that role. We obtain static equations that determine the Lagrange multiplier, and dynamic equations that
use that multiplier value to yield natural frequencies and mode shapes as in Fig. (1).
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Figure 1: In-plane mode shapes of a slack catenary.

We now come to a puzzle. When the modes shapes determined above are reused in a fresh assumed modes
calculation, the approach fails. First, the static equations used to find the Lagrange multiplier disappear; yet
that multiplier value determines the natural frequencies. Second, the nonlinear constraint equation suggests
that nonzero motion is impossible. Resolution lies in noting that the oscillations are along nonlinear normal
modes. Deviations from the eigenspace must be allowed. Incorporating the deviation in a fresh assumed modes
expansion and eliminating the holonomic constraint, we remove the Lagrange multiplier, introduce nonlinearity
in the potential energy, and recover the correct natural frequencies and mode shapes.
Our study offers several interesting insights into Lagrangian mechanics. It also, for the first time to our knowl-
edge, demonstrates use of the Rayleigh-Ritz method for this classical problem.
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Vibrational Control: Mysterious Stabilization Mechanism in Bioinspired Flying Robots
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Abstract. Over the past two decades, there has been consensus among the biology and engineering communities that
insects are unstable at hover. Here, we discuss a hidden passive stabilization mechanism that insects exploit through their
natural wing oscillations: vibrational stabilization. This stabilization technique cannot be captured using the common
averaging approach in literature. In contrast, it is discovered using a special type of calculus: the chronological calculus.
This result is supported via experiments on a real hawkmoth subjected to pitch disturbance from hovering and also demon-
strated on a flapping robot. This finding is particularly useful to biologists from one hand as the vibrational stabilization
mechanism may also be exploited by many other creatures: Nature is teeming with oscillatory species. From the other
hand, the obtained results will enable the engineering community to develop more optimal designs for bio-inspired flying
robots by relaxing the stability requirements.

Introduction

Flapping flight dynamics may be represented by the exact same set of equations that govern the flight dynamics
of conventional airplanes, which can be written in an abstract form as

ẋ(t) = F (x, t) = f(x(t)) + ga(x(t), τ) (1)

where the vector f represents inertial and gravitational loads and the vector ga represents aerodynamic loads.
A major distinction between flapping and conventional flight dynamics is that the former has a time-varying
aerodynamic loads ga. Two symbols t and τ are used in Eq. (1) to denote the slow and fast time scales,
respectively. The ratio between these two time scales is deceptively large; for the slowest flapping insect (the
Hawkmoth), the ratio between the flapping frequency and the flight dynamics natural frequency is around 30
[1, 2], which naturally invokes averaging. That is, the aerodynamic loads oscillates with a too high frequency to
affect the body. In other words, the body only feels the average values of the time-periodic aerodynamic loads.
This assumption is found in most of flapping flight dynamics and control efforts.
Adopting the direct averaging assumption yields a nonlinear time-invariant (NLTI) system whose stability anal-
ysis is considerably easier than that of the nonlinear, time-periodic (NLTP) system (1). First of all, a periodic
orbit representing equilibrium of the NLTP system (1) reduces to a fixed point (equilibrium point) of the NLTI
system. Moreover, the averaging theorem guarantees exponential stability of a periodic orbit of the original
NLTP (1) based on exponential stability of the corresponding fixed point of the NLTI system, provided that the
flapping frequency is high-enough. Using this direct averaging approach, it has been known for a long time that
insects are unstable at hover.

Results and discussion

Sarychev [3] developed higher-order averaging techniques for time-periodic systems, generalizing the classical
averaging theorem to cases where the excitation frequency is not high-enough. In particular, Sarychev [3]
introduced the notion of complete averaging for the nonlinear, time-periodic (NLTP) system as (1):

ẋ(t) = ϵF (x(t)) = ϵΛ1(x(t)) + ϵ2Λ2(x(t)) + ..., (2)

where Λ1(x) = 1
T

∫ T
0 F (x, t) dt, and Λ2(x) = 1

2T

∫ T
0

[∫ T
0 F (x, τ) dτ,F (x, t)

]
dt. That is, Λ1 simply

represents the direct averaging contribution.
We used second-order averaging as discussed above to rigorously assess the flight dynamic stability of hovering
insects. It is shown that the interaction between the periodic aerodynamic loads and the body motion induce
stabilizing actions. In particular, it is found that Λ2 induces a pitch stiffness mechanism to the hovering flight
dynamics, which is instrumental to static and dynamic stability of flying vehicles [4]. Therefore, the lack of
pitch stiffness in Λ1 as predicted by direct averaging ultimately results in an unstable hovering flight dynam-
ics of insects and FWMAVs. However, the adopted higher-order averaging techniques revealed a vibrational
stabilization mechanism in insect flight dynamics at hover that is similar to the Stephenson-Kapitza pendulum.
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Nonlinear stability of a thin viscoelastic film down a vertical wall: A numerical study
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Abstract. We numerically investigate the dynamics of a thin viscoelastic liquid flowing down a vertical wall, based on
the earlier study of Cheng et al. (J. Phys. D: Appl. Phys., vol. 33, 2000, 1674-1682). They discussed only the linear and
weakly nonlinear stability analysis. However, nonlinear effects are more important when the amplitude of the disturbance
is small but finite and therefore a nonlinear study is very much essential. We also identify how energy transfers from the
basic state to the disturbance in this case.

Introduction

A vast body of thin film literature is devoted to the study of Newtonian films [1]. However, there are various
fluids in practice which are non-Newtonian in nature. The viscoelastic fluid is a subclass of non-Newtonian
fluids which exhibits features of both ideal fluids (viscosity) and solids (elasticity). Among numerous consti-
tutive models of viscoelastic fluid, the most frequently applied in practical is Walter’s B′′ model as it has only
one non-Newtonian parameter through which one can easily obtain a deeper insight of the behaviour of the
viscoelasticity on the flow dynamics. The linear stability analysis of a viscoelastic liquid was first discussed
by Gupta [2]. He considered a second-order fluid and observed that the viscoelastic parameter plays a desta-
bilizing role on the primary instability. Cheng et al. [3] carried out the linear and weakly nonlinear stability
analysis of the viscoelastic liquid flowing on a vertical wall. They found that the viscoelastic parameter has a
destabilizing effect on the flow dynamics. In this study, we focus on the free surface evolution equation (37) of
[3] to investigate the evolution of the film by numerical simulations. Nonlinear study provides us a first sight
of the underlying nonlinear dynamics of the system and helps us to realize the mechanism which is responsible
for the transfer of energy from the basic state to the disturbance.
We consider a thin viscoelastic liquid (Walter’s B′′ model) flow on a vertical wall. The interfacial surface
of the film is y = h(x, t), where h is the film thickness at any instant t. A highly nonlinear free surface
equation ht + A(h)hx + B(h)hxx + C(h)hxxxx + D(h)h2x + E(h)hxhxxx = 0 is obtained in [3], where
the coefficients A(h) to E(h) are given in [3]. We consider that the initial condition is a simple harmonic
disturbance superimposed on the interface as h = 1 − 0.1 cos(kx) in a periodic domain and approximate the
spatial solution by a discrete Fourier series. The resulting system of nonlinear ODEs are solved by implicit
Gear’s method in time with relative error less than 10−6. We also define an energy norm E2 = (1/L)

∫ L
0 h2dx

to investigate the energy transfer from the base state to the disturbances, where L is the computational domain.
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Figure 1: Maximum (hmax) and minimum (hmin) amplitude of surface wave instabilities for different visoelastic parameter k with fixed
Re = 5, S = 12000 and α = 0.1

Results and discussion

1. Viscoelasticity promotes the oscillatory behaviour of the time-dependent wave forms.
2. The surface wave instability for a viscoelastic fluid is larger compared to the Newtonian film.
3. The growth rate of the energy norm is significantly influenced in presence of the viscoelasticity.
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Dynamics of piecewise linear oscillator coupled with wake oscillator 
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Abstract. This study is concerned with the analysis of vortex induced oscillations of cylindrical beam with mode-1 crack. 

The cracked beam is modelled as a piecewise linear oscillator (PWL) coupled with the wake oscillator (Van der Pol (VdP) 

oscillator). Nonlinear normal modes (NNMs) of this coupled system and their stability are explored using method of averaging 

and PWL basis functions. The lock-in region (where NNMs cease to exist) is a function of the asymmetry parameter and 

behaviour of NNMs before and after lock-in are explored. 

Introduction 

PWL oscillatory models are used for mathematical modelling of several engineering problems like the 

dynamics of cracked beam [1] [2], mooring towers, suspension bridges etc. Analytical study of PWL oscillator 

poses challenges owing to their essentially nonlinear behaviour. The study of unforced single degree of 

freedom PWL oscillator is straight forward as its response can be obtained as a response in two linear regions 

and matched at the point of transition. However, the study of coupled PWL system poses the challenge of 

finding the exact transition point. Many researchers have considered both computational and analytical 

approaches in understanding the complex dynamics of single and two DOF PWL oscillators subjected to 

external and parametric excitation. Shaw et al. [3] have considered semi-analytical study of harmonically 

excited PWL oscillator exploring periodic solutions and their bifurcations. Anish et al. [4] studied the resonant 

response of symmetric, two-DOF PWL oscillator subjected to low-amplitude parametric excitation. In the 

present study the vortex induced oscillations of a cylindrical beam with mode-1 crack is studied. Due to mode-

1 crack, the beam exhibits disparate effective stiffness depending on whether the crack is open or closed. When 

such a beam is subjected to flow-field, the flow-field couples with the beam and induces vortex induced 

oscillations which herein is modelled as PWL oscillator coupled with the wake oscillator [5] (VdP oscillator). 

 
Figure 1: Cylinder in cross-flow 

(adapted from [5]) 

 
Figure 2: Lock-in region (Region-2) for 𝐴 =

12, 𝑀 = 1 24⁄ . 

 

 

�̈� + 휀𝜆�̇� + 𝑘(𝑦) − 𝑀Ω2𝑞 = 0 

 

�̈� + 휀Ω(𝑞2 − 1)�̇� + Ω2𝑞 − 𝐴�̈�
= 0 

 

𝑘(𝑦) = {
𝛿2𝑦, 𝑦 ≥ 0
𝑦, 𝑦 < 0

 

The fundamental mode of the cracked beam is considered for the analysis and is appropriately inertially 

coupled with the wake dynamics and the corresponding equation is shown above. Where 𝑦 is the non-

dimensional modal coordinate of the cylinder, 𝑞 is the ratio of instantaneous and fluctuating lift coefficient, 𝑀 

is the non-dimensional effective mass and is a function of mass ratio, fluctuating lift and Strouhal number, 𝐴 

is the inertial coupling parameter, Ω is the non-dimensional shedding frequency, 𝛿 is the asymmetry parameter. 

Results and discussion 
We study the effect of asymmetry parameter on the dynamics of PWL oscillator coupled with wake oscillator. 

The lock-in region (Region-2) is observed to be a function of the asymmetry parameter for the unperturbed 

system. Interestingly, only in-phase NNMs are observed before (Region-1) lock-in and out-of-phase NNMs 

after (Region-3) lock-in. Since the analytical model is non-analytic due to the PWL function (𝑘(𝑦)), direct 

application of asymptotic methods is seldom possible. We consider method of averaging by invoking PWL 

basis functions [6] to explore the realization and stability of periodic solutions in the perturbed system. 
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 Investigation of Chaotic Flutter in a Wind Turbine Airfoil  
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Abstract. The occurrence of chaotic motion in a fluttering airfoil is investigated using an efficient analytical predictive model. 
Flutter is an aeroelastic vibration instability of an elastic structure, such as an airfoil in a fluid, that results from an unstable 
interaction between the fluid and structural dynamics. Typical engineering applications of airfoils include aircraft wings and 
wind turbines. The structural equations of motion for the generalised two degree of freedom (pitch and plunge) coupled modes 
of on airfoil section are combined with unsteady aerodynamics, based on flutter derivatives and a continuous bilinear lift curve 
under damping and variable angle of attack. The mode coupling instability via dynamic divergence causes limit cycle 
behaviour via a Hopf bifurcation that breaks up into chaos characterised by period doubling behaviour after the critical flutter 
speed. Conditions under which chaotic instability occurs are identified and discussed for the case of a wind turbine section. 
The results provide insight into the occurrence and avoidance of airfoil flutter in aeroelastic structures like wind turbines.  
 

Introduction 
Flutter is an aeroelastic vibration phenomenon of an elastic structure in a fluid that results from an unstable 
interaction between the fluid and structural dynamics.  Flutter vibrations occur typically above a lower critical 
speed and grow to an amplitude determined by the nonlinearities in the aerodynamics and/or structural 
dynamics. Flutter remains one of the most important issues for aircraft and structural engineering industries, 
motivating careful design to avoid fatigues failures such as in wind turbine blades. Theodorsen first provided 
a general theory for airfoil instability under unsteady aerodynamics [1].  Since then, an enormous amount of 
research on flutter modelling and prediction has occurred, as comprehensively reviewed in [2]. Essentially, the 
onset of binary flutter has been shown to be due to an unstable coupling of the pitching and plunging dynamics 
of a cross-section due to aerodynamics of the flow [1], [2]. Chaotic flutter has also been an intense area of 
research initiated from numerical identification in a two-degree of freedom airfoil with cubic nonlinearities eg 
[3]. Others have identified and investigated stall flutter chaos with aerodynamic, structural, kinematic and 
thermal nonlinearities eg [4]. Recently chaotic flutter was identified in an airfoil without the need for structural 
or thermal nonlinearity [5]. In this paper we extend these numerical and analytical investigations of chaotic 
flutter in an airfoil section to provide more efficient insight into its occurrence and avoidance in wind turbines. 

 
Results and discussion 

A reduced airfoil section model is modified and developed, that includes the dominant flutter mode coupled 
dynamics, unsteady flutter derivative aerodynamics and a bilinear lift model proposed and validated by [5]. 
The analytical methods for predicting the critical flutter onset speed, limit cycle amplitude and chaotic flutter 
for a wind turbine blade section are then described. The full nonlinear time domain model consisting of two 
autonomous coupled nonlinear second order systems, is numerically solved using the fourth and fifth order 
Runge–Kutta routine as part of DYNAMICS, written by Nusse and Yorke or the Radua method in MathCad 
15.0 at a sampling rate of at least 20 times the flutter frequency. The nonlinear phenomena were investigated 
using the time history, phase space and bifurcation diagrams of Poincaré maps and Lyapunov Exponents. An 
example history showing chaotic instability is shown in Figure. 1. 
 

        
 

Figure. 1    a) Simulated time history and b) phase space of chaotic flutter in an airfoil section, stall angle crits  
The conditions under which chaotic instability under various initial section angle of attacks are investigated 
and identified in both a fundamental and wind turbine blade airfoil section in closed form to provide efficient 
analytical insight into the occurrence and avoidance of chaotic flutter.  
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Nonlinear Dynamics of circular cylindrical shells interacting with a Non-Newtonian fluid 
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Abstract. This work is focused on nonlinear dynamics of a circular cylindrical shell interacting with a Non-Newtonian fluid 
(NN). The shell containing the fluid is harmonically excited from the base in order to investigate the complexity of the dynamic 
scenario. A dilatant NN fluid is considered, it is 60% corn-starch - 40% water mixture, commonly known as oobleck. The 
results show an extreme complexity of the dynamic scenario. 

Introduction 
 

The interaction of fluids with structures is of interest for several engineering fields such as bio-engineering or 
bio-mechanics but also in Medical Science. Several examples of Fluid Structure Interaction (FSI) problems 
can be found in Engineering: flutter (sub and supersonic), galloping, pipes instabilities, fully or partially filled 
tanks, heat exchangers. The human aorta is an important example of FSI with NN fluid (blood), which is highly 
viscous and non-Newtonian, the artery wall is hyper-elastic. 
The interaction with fluids can cause several dynamic phenomena: static and 
dynamic instabilities; inertial effects with change of the natural frequencies 
and mode shapes; possible increment of damping.  
The literature on FSI is mostly focused on inviscid or Newtonian fluids 
(compressible or incompressible). However, the Nature shows many 
examples of NN fluids interacting with solids and structures: blood, blood 
plasma, toothpaste, starch suspensions, corn starch, paint, melted butter, 
shampoo.  

Results and discussion 
In this study the nonlinear dynamics of a circular cylindrical shell, filled 
with NN fluid, see Figure 1, under seismic excitation is investigated. The 
system is harmonically excited from the base through an electrodynamic 
shaker in the neighbourhood of the resonance of the first axisymmetric 
mode. A dilatant fluid fills the shell, it is a mixture of 60% cornstarch and 
40% water. The results show complex dynamics due to the coupling 
between the fluid and structure. 
The dynamic scenario is carefully analyzed by means of time histories, 
spectra, phase portraits and Poincaré maps. The experiments show the onset 
of complex dynamics: subharmonic and quasiperiodic responses, Chaos.  
 

 
 

 
Figure 2. Poincaré maps. 
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Abstract. In this talk we study a second-order nonlinear Korteweg-de Vries-like ( KdV-like) partial differential equation,
which has several applications in various scientific fields. Firstly, we compute Lie point symmetries of the KdV-like
equation. Thereafter the commutator table for the Lie point symmetries is generated, and we use Lie equations to produce
one-parameter groups of transformations. Moreover, group-invariant solutions are obtained under each point symmetry.
Furthermore, we use the conservation theorem due to Ibragimov to derive the conservation laws for the KdV-like equation.

Introduction

In [1] the authors introduced the new KdV-like equation(
D3,xD3,t + cD2

3,x +D4
3,x

)
F · F = 2FxtF − 2FtFx + c

(
2FxxF − 2F 2

x

)
+ 6F 2

xx = 0 (1)

using the generalized bilinear derivative with the prime number p = 3. Three classes of different rational
solutions were obtained using rational polynomial functions. Moreover, 2 and 3D plots of the rational solutions
were presented in [1]. The authors of [2] studied the generalized bilinear differential equation of the KdV-like(

D3,xD3,t +D4
3,x

)
f · f = 2fxtf − 2ftfx + 6f2

xx = 0 (2)

and derived two classes of rational solutions to the resulting KdV-like equation. We note that when c = 0 in
(1), we obtain equation (2). In this talk we study equation (2) from the symmetry standpoint.

Results and discussion

We start by constructing the Lie point symmetries of KdV-like equation (2) by using the Lie invariance criteria
[3, 4]. This gives us four dimensional Lie algebra L4 spanned by the four point symmetries. We then construct
the commutator table for these four symmetries and on invoking Lie equations we obtain one-parameter groups
of transformations. Thereafter, we perform symmetry reductions and derive group invariant solutions under
each point symmetry. One such solution is the exponential function given as

u = e−
1
2
εt2(C1x+ C2), (3)

where ε, C1 and C2 are constants. In order to understand the physical meaning of the obtained solutions we
present two and three dimensional plots.
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Figure 1: The dynamics of the group invariant solution (3) at ε = C1 = C2 = 1, furnishes a parabolic wave structure given in two
and three dimensions. This wave structure has a significant application in electrical and electronics engineering. A parabolic antenna
depicts an antenna that utilizes a curved surface parabolic reflector that has a cross-sectional shape. This parabola shape enables it to
easily direct the radio waves. Besides, the most frequent used is a dish antenna or parabolic dish which has the shape of a dish. The
main benefit of a parabolic antenna is the fact that it has high directivity [5].

In addition, the conserved quantities associated with the four symmetries are calculated using Ibragimov’s
theorem [6]. It is well known that the conserved quantities are very pertinent in physical sciences owing to their
robust applications.
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Abstract. An asymmetric and nonreciprocal vibro-acoustic system consists of a waveguide, three acoustic cavities with 

different sizes, and a strongly nonlinear membrane has been modelled, simulated, and experimentally demonstrated. The 

nonreciprocal transmission of acoustic energy in this prototype system is studied. Under forward excitation, internal resonance 

between the two nonlinear normal modes of the vibro-acoustic system occurs, and acoustic energy is efficiently and 
irreversibly transferred from the waveguide to the nonlinear membrane. However, under backward excitation, there is no 

internal resonance in the system. Consequently, the acoustic energy transfer of the system exhibits “giant nonreciprocity”, i.e., 

nearly unidirectional (preferential) transmission of acoustic energy. The theoretical model of the system is verified by 

experiment, and parametric analysis is also carried out. Wavelet analysis and energy spectra are employed to highlight the 

mechanism of nonreciprocal transfer of acoustic energy.  
 

Introduction 

A nonlinear acoustic system
[1]

 has a characteristic that its linear counterpart does not have, such as bifurcation or an 

energy-dependent resonant frequency, and so it can realize large nonreciprocal transmission of acoustic energy. Vakakis 

et al.[2] designed a series of nonlinear mechanical systems to achieve nonreciprocal energy transfer based on the nonlinear 

energy sink mechanism. Cochelin et al.[3] studied the phenomenon of targeted energy transfer in vibro-acoustic systems. 

However, there has been no quantitative, experimental study on asymmetric transmission of acoustic waves in those 

strongly nonlinear systems.  
In this paper, a strongly nonlinear nonreciprocal vibro-acoustic system is constructed by adding a cavity on the 

opposite side of the membrane. The resulting system comprises a waveguide, three different size cavities, and a strongly 

nonlinear membrane. The two-degree-of-freedom model used to derive and simulate the governing equations of the 

system under forward and backward excitations were developed under the assumptions of a one-dimensional waveguide, 

von Karman shell theory, and low-frequency approximations for the acoustics in the cavities. 

The nonreciprocal transfer of acoustic energy is realized by using different interaction mechanisms between nonlinear 

normal modes of the system under forward and backward excitations. The experimental results agreed well with the 

theoretical predictions, validating the discrete model and the system identification of its parameters; the discrete model 

could then be used with confidence to elucidate the governing nonlinear acoustics yielding nonreciprocity in the response 

of the system. The experimental and simulation data were further analyzed using wavelet analysis, energy spectra and 

other computational tools. The results reported herein contribute to practical designs of vibro-acoustic systems having the 

capacity of nonreciprocal, i.e., unidirectional, sound transmission. 

 
 

Figure 1: Nonreciprocal vibro-acoustic system (left) experimental set-up (right)comparison between experiment and simulation 
results of nonreciprocal measure.  
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Abstract. In recent years, wind power has received continuous attention as a renewable energy source in the
context of carbon neutrality. A blade in wind turbine with an elongated structure are susceptible to damage due
to aeroelastic instability. The basic solution of the system is derived by Laplace transformation and Green's
function method, and then the system of second category of Fredholm integral equations about steady-state
forced vibration of the blade can be derived according to the principle of superposition. The second type of
Fredholm integral equation system is discretized numerically, and finally a semi-analytical solution of the
coupled forced vibration of rotating wind turbine blades is obtained. By comparing the solution in this paper
with the solution of the finite element method, the effectiveness of the solutions is verified. The results show that
the inflow ratio at the hub has a great influence on the blade’s flag displacement.

Introduction
Blades are the main force-bearing parts and the most vulnerable components, so studying the multi-modal
coupling vibration of blades has practical engineering significance. Based on the finite element method, Park et
al.[1] studied the modal characteristics of rotating blades and proposed a calculation algorithm for solving the
modal characteristics. Luczak et al.[2] updated his finite element model through experimental data, and the new
model obtained can effectively calculate the vibration characteristics of the blade. As an effective tool,
various forced vibration problems are studied through Green's function. Zhao et al.[3] studied the
bend-torsional coupling forced vibration of the piezoelectric energy harvester , and derived the closed solution of
the piezoelectric energy harvester subjected to the fluid vortex by the Green's function.
Although previous works have given some important results in engineering applications, most of the previous
research methods are finite element method, and compared with analysis methods, the main disadvantage of
finite element method is that parametric analysis is inconvenient and inaccurate. The Green's function of a linear
vibration system represents the fundamental solution of the system, and through the principle of superposition,
we can derive the solution of the system under arbitrary external loads.

Figure 1: Schematic diagrams of (a) wind turbine, (b) blade and (c) blade section. Figure 2: Effect of the inflow ratio at hub.

Results and discussion
Figure 1 shows the vibration of a rotating wind turbine blade in three directions (flap vibration, lead/lag vibration
and torsional vibration) and a schematic diagram of the blade cross-section.In this paper, the semi-analytical
solution of the coupled forced vibration of rotating wind turbine blades is obtained by using the Green function
method, and some meaningful results are obtained.
It can be seen from Figure 2 that the inflow ratio size can change the flag displacement of blade, therefore, the
inflow ratio at the hub is an important parameter to study the dynamic response of a rotating wind turbine blade.
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Abstract. This study investigates the effect of time-scale in the flow fluctuations on a 2 DOF pitch-plunge aeroelastic
system. The structure is supported by nonlinear soft springs and the fluid loads are evaluated using a semi-empirical
model. The flow fluctuations are modelled as an OU process. It is seen that long time-scale noise advances the onset of
intermittency but delays the onset of LCO when compared to short time-scale noise, presenting new design challenges.

Introduction

Stochastic noise has been known to play a major role in altering the dynamics of FSI systems[1, 2, 3]. They have
been known to induce dynamical states like intermittency[2, 3] and change the jet-switching characteristics in
the flow-field[1]. These studies show that the time-scales in the flow fluctuations are of utmost importance and
hence, we investigate the effect of time-scale in the flow fluctuations on a sub-critical aeroelastic system. The
structure is modelled as a 2 DOF pitch-plunge elastic system with nonlinear soft springs[4]. The fluid loads
are calculated using the semi-empirical Wagner function[4]. The non-dimensional equations describing the
aeroelastic system (with the flow fluctuations) take the form of an Ito SDE as given in Equation 1.

dX⃗ = f(X⃗, τ ;U) dτ

dU = λ(Um − U) dτ + σ dW (1)

where X⃗ represents the system variables which include the auxillary variables needed to calculate the fluid load,
τ the non-dimensional time, U the flow velocity. The flow fluctuations in U are modelled as an OU process [1]
with mean Um, time-scale parameter λ (1/λ is the correlation time), W the Standard Wiener process and σ the
noise intensity. Equation 1 is studied for two cases: λ = 0.005 (long time-scale); λ = 0.5 (short time-scale).

Figure 1: Pitch time series (α(τ)) for Um(= 6.29, 7.25) and λ(= 0.005, 0.5)

Results and Discussion

To study the effect of λ, the variance of the OU process in Equation 1 is taken as 1 (σ2/(2λ) = 1). Figure 1
shows the pitch time series (α(τ)) for Um = 6.29, 7.25. It is observed that for the initial conditions chosen
(deterministically the system evolves to a LCO at U = 6.29), there is a delay in the onset of LCO as Um is
varied. The long time-scale case (λ = 0.005) has the system in a state of intermittency at Um = 6.29, whereas
at this Um, the short time-scale case (λ = 0.5) evolves to the 0⃗ state (Figure 1). However at Um = 7.25, the
λ = 0.5 case displays full-fledged LCO behaviour but intermittency persists in the λ = 0.005 case (Figure 1).
Thus the long time-scale noise advances the onset of intermittency but delays the onset of full-fledged LCO
when compared to the short-time scale noise. The time-scales of the input flow fluctuations affect the onset of
different dynamical behaviour and hence is an important parameter for consideration during design.
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Abstract. We present numerical results from ongoing research on the nonlinear dynamics and stability of flexible
pipes conveying fluid, imperfectly supported at the upstream end (i.e., inlet) and free at the other (i.e., exit). The three-
dimensional (3-D) nonlinear equations of motion are developed using the extended Hamilton’s principle, and the support
imperfection is modelled as cubic stiffness terms. The support imperfection appears to alter the dynamics of the pipe in
several ways, including critical flow velocities, amplitude of oscillations, and 2-D/3-D motion.

Introduction

Pipes conveying fluid are ubiquitous in engineering systems. Examples are brine strings used in solution mining
and underground hydrocarbon storage, and seawater intake risers used in natural gas liquefaction. Flexible pipes
conveying fluid with one end free exhibit quite complex and sometimes unexpected or counter-intuitive dynam-
ical behaviour. Among those are ‘destabilization by damping’ and chaotic motion of cantilevered pipe with an
end-mass [1]. Despite a large volume of studies on the dynamics of pipes conveying fluid, with few excep-
tions, all deal with perfectly supported systems, such as, cantilevered, pinned–pinned, and clamped–clamped
pipes. Our research is motivated by the fact that in real-world systems, loose or imperfect supports may exist
or occur (due to, e.g., manufacturing defects, installation errors, or wear), which might alter the dynamics and
stability of the system. Kheiri et al. [2] developed a 2-D linear model to examine the effects of imperfect
upstream (or inlet) support on the stability of pipes conveying fluid. The imperfectly-supported pipe was found
to be generally less stable compared to the cantilevered (or perfectly-supported) pipe conveying fluid. Kheiri
[3] developed a 2-D model to investigate the nonlinear dynamics of imperfectly-supported pipes conveying
fluid. Large-amplitude oscillations and chaotic motion were observed. The present work is the extension of the
authors’ previous studies, with a special focus on 3-D dynamics and support imperfection asymmetry.
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Figure 1: Bifurcation diagram showing the variation of the peak dimensionless displacement of a horizontal pipe conveying fluid as a
function of the dimensionless internal flow velocity, u (mass ratio: β = 0.45, support imperfection: κ = 30η′ +300η′3). The subplots
show the trajectory of the free end of the pipe at (a) u = 10.5, (b) u = 11.6, (c) u = 11.1, and (d) u = 11.2.

Results and discussion

Figure 1 shows a typical bifurcation diagram for an imperfectly supported pipe conveying fluid. The pipe lies in
the horizontal plane and the fluid-to-fluid+pipe mass ratio is β = 0.45. The variation of the peak dimensionless
displacements in the y- and z-directions (represented by η and ζ, respectively) are shown as a function of
the dimensionless flow velocity u. As seen, the system undergoes a Hopf bifurcation at u ≃ 8.9, leading to
limit cycle oscillations. At u ≃ 11.1, quasi-periodic motion appears, which becomes periodic again at slightly
higher flow velocities. At lower values of u motion is planar while it becomes 3-D at higher values of u, as
evidenced by the subplots shown in the figure. Our numerical results show that a pipe with imperfect support
may become unstable at a lower or higher flow velocity (depending on system parameters) compared to the
perfectly supported pipe. Quasi-periodicity is often observed while periodic motion is the most prevalent form
of motion. With symmetric support imperfection, both planar (at lower u) and 3-D (at higher u) motions are
observed while with asymmetric imperfection planar motion is dominantly observed.
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Abstract. Due to the energy changes, the submarine cross-linked three-core polyethylene power cable has been increasingly 
used, and its capacities had more than 66 kV. Due to the disadvantages using J-tube, new type of submarine was needed. 
Submarine cable system without using J-tube was consisted of three-core submarine cable and protective equipment. In the 
present study, the structural behaviour of 66 kV three-core submarine cable was investigated under various marine 
environment, mainly sea load of waves and currents effect. 
 

Introduction 
 

Due to the energy changes, the submarine cross-linked three-core polyethylene power cable has been 
increasingly used, and its capacities had more than 66 kV [1, 2].  The submarine cable is the hub connected to 
the land-based power grid, and the research on the submarine cable transmission technology is crucial to the 
better engineering applications [2]. Fixed type inner network submarine cables are installed with pre-installed 
on the substructure metal J-tube. In this type, submarine cables must be operated with the condition that they 
do not touch the seabed. Therefore, the work-space and environment is limited. In these trends, new type of 
submarine was needed without using J-tube. This type of submarine cable system without using J-tube was 
consisted of lots of protective equipment such as UP-pipe, bend restrictor, piggy back clamp, permanent clamp, 
and flexible protection tube. Among the protection equipment, permanent clamp and piggy back clamp was 
crucial components to the protection of submarine cable. In the present study, the structural behaviour of 66 
kV three-core submarine cable was investigated under various marine environment, mainly sea load of waves 
and currents effect. The submarine cable was modelled with refined finite element model (FEM) using the 
commercial computational FEM software ANSYS (ANSYS, version 22). The numerical calculation of 
integration of the motion equations was conducted with the method of wave-structure interaction simulated by 
the numerical software ANSYS/AQWA.  
 

Results and discussion 

 
The previously investigated material properties of 66 kV three-core submarine cable and protective equipment 
of flexible protection tube was adopted. The sea load of waves and currents, and the distance between 
permanent clamp and piggy back clamp was considered with the previously examined environmental database. 
When the sea load of waves and currents was applied, the maximum total deformation was obtained in the 
middle of the piggy back clamps, and different values was shown with each applied load as shown in Fig. 1. 
The total deformation was ranged from 2.01 mm to 14.98 mm, and the stress values were ranged from 8.9 MPa 
to 54.43 MPa. 

   

Figure 1: Total deformation and maximum equivalent stress of 66 kV three-core submarine cable. 
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Abstract. The tippedisk is a mathematical-mechanical archetype, showing a non-intuitive inversion behavior, if the disk
is spun fast enough. By introducing a full 3D mechanical model and assuming set-valued force laws to account for normal
and frictional contact forces, the dynamics of the tippedisk can be studied numerically. In addition, the model dimension
can be reduced through model reduction techniques, yielding a lower dimensional model, being perfectly suited for closed
form analysis of the qualitative dynamics. Previous work of the authors has shown that the bifurcation scenario contains
a heteroclinic bifurcation, followed by a subcritical Hopf bifurcation. In this paper, we derive a complete stability chart
that characterizes various bifurcation scenarios in closed form, which allows us to understand the qualitative dynamics of
the tippedisk.

Introduction

The tippedisk forms a mathematical-mechanical archetype for friction induced instabilities that shows a counter
intuitive inversion phenomenon when spun around an in-plane axis, cf. Fig. 1. As this inversion cannot be
explained through energetic arguments, we have to employ to the whole field of nonlinear dynamics to study
and understand the behavior of the system qualitatively. Since we aim to study the nonlinear behavior, we seek
for closed form expressions that characterize the dynamics of the tippedisk. Due to the singularly perturbed
structure of the system equations, tools and methods from singular perturbation and Melnikov theory are applied
to derive conditions for the existence of heteroclinic orbits on a slow manifold [2, 3]. Asymptotic analysis is
used to obtain closed form expressions.

Figure 1: Stroboscopic sequence, showing the inversion phenomenon of the tippedisk.
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Figure 2: Stability chart: shows different bifurcation scenarios for variants of the tippedisk.

Results and Discussions

Combining the results of [1–3] and introducing dimensionless parameters and system equations, we will derive
the complete stability chart Fig. 2 of the tippedisk. This diagram shows stability regions, characterizes Hopf
bifurcations as sub- or supercritical, and allows for statements about the existence and asymptotic behavior of
hereroclinic saddle connections. Furthermore, the consideration of fundamental dynamic properties provides a
complete characterization of the qualitative dynamics of the tippedisk. Various stability regions imply different
variants of the tippedisk with qualitatively distinct behavior, but all show the phenomenon of inversion. Validity
of the presented analysis is shown by numerically computed bifurcation diagrams.
In summary, the presented analysis explains the inversion phenomenon of the tippedisk and provides a natural,
intuitive interpretation of its qualitative behavior from the perspective of nonlinear dynamics.
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Abstract. Due to gear backlashes of electric powertrain drivelines, vibro-impacts between gear teeth easily cause serious 

noise and vibration problems. To analyze the vibro-impacts of powertrain excited by regenerative braking, a dynamic model 

of an electric drive multistage gear system is established. In this model, the electromagnetic characteristics of the permanent 

magnet motor and the translational-rotational vibration of the gearbox are considered. The results show the relationship 

between the relative deformation of the gear teeth and the relative velocity. The phenomenon of multiple impacts and rebounds 

of the gear teeth in each impact is revealed. The transient impact force of bearing and multistage gear during impact are 

compared and analyzed. The research provides theoretical support for dynamic load study of the electric powertrain. 
 

Introduction 
 

Numerous studies on the vibro-impacts of automobile transmission have been performed. There is little 

research on the vibration phenomenon of electric powertrain in electric vehicles. The electric powertrain is 

an underdamped system because it omits the damping components. Therefore, the reversal of electromagnetic 

torque may lead to the gear vibro-impacts in the regenerative braking process. Study on the mechanism of 

vibro-impacts is essential to improve the drivability of the electric vehicle. 

Baumann et al.[1] investigated the influence of several parameters on rattle noise level, e.g. backlash and helix 

angle. Brancati et al. [2] proposed a flywheel equipped with a torsional vibration damper. The device shows 

to be effective in mitigating the rattle phenomenon. Shi et al. [3] studied the effects of load, backlash and 

transmission error on vibro-impact properties. Xiang et al. [4] investigated the influence of supporting forces 

on vibro-impact. Dion et al. [5] developed a study of phenomena involving gear impacts with one loose gear 

inside an automotive gearbox. 

 
Fig. 1. Dynamic contact force of gear pair 

Results and discussion 
 

After the regenerative braking torque is applied, the low-order modal resonance is excited. Under the action 

of system damping, the vibration amplitude is gradually attenuated. When the teeth across the backlash, 

transient impact forces are generated. In the mesh state, a fluctuating mesh force is generated. The impact force 

of the second-stage gear pair is greater than that of the first-stage gear pair. It may be because the second-stage 

gear pair transmits a higher load. Both the impact force and the mesh force decrease gradually with time. 

There is no transient impact force in the bearing. But after the regenerative braking torque is applied, the 

bearing force oscillates in a large range. The dynamic change of support force may affect the accurate 

calculation of the bearing remaining life. 
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Abstract. Impacting mechanical systems with suitable parameter settings exhibit a large amplitude chaotic oscillation
close to the grazing with the impacting surface. The cause behind this uncertainty is the square root singularity and the
occurrence of dangerous border collision bifurcation. In the case of one degree of freedom mechanical systems, it has
already been shown that this phenomenon occurs under certain conditions. This paper proposes the same uncertainty
of a two-degree freedom mechanical impacting system under specific requirements. This paper also shows that the
phenomena earlier reported in the case of one degree of freedom mechanical systems (like narrow band chaos, finger-
shaped attractor, etc.) also occur in the two degrees of freedom mechanical impacting system. We have numerically
predicted the narrowband chaos ensues under specific parameter settings. We have also shown that the narrowband chaos
can be avoided under some parameter settings. At last, we demonstrate the numerical predictions experimentally by
constructing an equivalent electronic circuit of the mechanical rig.

Introduction

Various dynamical systems are observed in multiple areas of science and engineering, where impacts occur
between the components of the systems. These systems exhibit a rich sort of dynamical phenomena, especially
in the range of parameter values where grazing occurs. The phenomena include transitioning from one periodic
attractor to another through the chaotic orbit at grazing, finger-shaped chaotic attractors at the bifurcation point
in the Poincaré section, etc. These practical and engineering systems have been studied in detail for the last
thirty years, especially on one degree of freedom mechanical impacting system under different configurations
[1, 2]. The purpose of this work is to propose a forced two-degrees of freedom mechanical system with a
compliant impact. Under some parameter settings, we have shown the onset of chaos in the bifurcation diagram
when the amplitude of the externally applied periodic signal is varied. We also have shown that when there is
a specific relation between the externally applied signal’s frequency and the system’s natural frequencies, the
chaotic attractor can be avoided, as studied in one degree of freedom mechanical impacting system.

Figure 1: The schematic representation of a two-degree of freedom mechanical impacting system.

System description

A schematic diagram of a two-degree of freedom mechanical system under study is depicted in Fig. 1. It is
a forced damped oscillator with a massless compliant obstacle that the mass m1 can impact. The massless
complaint obstacle is attached to another mass m2 with a spring having spring constant ko and a damper with
the damping coefficient co. The mass m1 is attached to a fixed support by a spring with spring constant k1
and a damper c1. The mass m2 is connected to the fixed support with a damper c2. The two masses m1 and
m2 are connected with a spring having spring constant k12. The forcing periodic function F (t) is acted on the
mass m2. Due to the application of the external forcing, the masses m1 and m2 started to oscillate from their
equilibrium positions. x1 and x2 are the amount of displacements of the two masses m1 and m2 from their
equilibrium positions, respectively. We have observed the dynamics of this system when the amplitude of F (t)
is changed.
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Abstract. In this study, it is assumed that harvesting is permitted only when the ratio of prey to predator is below 

a threshold value. The Filippov type dynamical system consisting of two smooth subsystems is investigated. The 

existence of harvesting factor within an interval dependent on biologically parameters of the system would ensure 
the existence and stability of interior equilibrium state for the harvested system.  The boundary that splits the two 

subsystems is classified into sliding and crossing region. It is also proved that there does not exist any escaping 

region on the boundary. Various equilibrium points such as boundary points, tangent points, pseudo-equilibrium 

points are found out for the boundary. The visibility condition for these tangent points are determined. Touching 
bifurcation and boundary bifurcation of the Filippov system is demonstrated numerically. The half saturation rate 

of predators plays a crucial role in determining whether the system to lie in specific sub-regions or is oscillating in 

between the two regions. 
 

 
 

Introduction 
 

In this study, the Filippov predator prey is formulated which balances the conflict between the exploitation 

and coexistence of both the species in the environment. When enough food (prey) is available to the predators, 

there is no hindrance in the coexistence of both the species.  However, when the prey to predator availability 
is below a threshold value, the pressure on predators to survive increases. This pressure can either be decreased 

by providing additional food to the predators or by harvesting the predators. With the assumption that the 

predators are of economic interest. So, harvesting of predators is adopted as a control measure. It is assumed 

that harvesting is permitted only when the ratio of prey to predator is below a threshold value. Whenever the 
ratio is above this threshold value, harvesting is not allowed. The predator-prey system with the aim of 

controlling the predator population to  level that conserve preys is considered.  The hypothesis involved is that 

human need for harvesting increases with predator abundance and decreases with predators exiguous. This is 
also due to the fact that there is a threshold above which the financial damage is sufficient to justify the 

measure. From the analysis of this Filippov system it is concluded that the coexistence of the species is possible 

in two ways- either the existence of interior equilibrium states or the existence of limit cycle about the interior 
equilibrium state and the half saturation rate of predators plays a crucial role in determining this dynamical 

behaviour of the Filippov system.  

Recently, application of Filippov systems has been extended to ecological models. Filippov epidemic model 

was discussed in [1, 2, 3]. Liu proposed a prey-dependent consumption model with impulsive control strategy 
[4]. The existence of a globally stable pest-eradication periodic solution when the impulsive period is less than 

some critical values is proved. The dynamics of a non-smooth predator prey system characterized by density-

dependent intermittent refuge protection of the prey was studied by Bhattacharyya and Chattopadhyay [5]. 
When the level of apprehension of prey species is less than a threshold value, the existence of pair of pseudo 

equilibrium was established. 
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Abstract. The Kuramoto model(KM) describes the dynamics and synchronization of coupled oscillators and has been
intensively investigated in various physical and biological systems. In his original work, Kuramoto studied the fully
connected oscillator system and determined its critical coupling strength Kc of phase transition from incoherent initial
state to synchronized final state. The complexity of the model increases significantly when the system is on random
graphs. In this work, we focus on the Kuramoto model under the Erdős-Rényi random graph topology and study its
critical behaviors. Specifically, we demonstrate that statistically there exists an effective critical coupling Kec which is
the product of original coupling strength K and the graph link probability p on the two-dimensional critical curve. Under
one-dimensional projection, the critical link probability pc is inversely proportional to the coupling strength K and vice
versa. We generate a large numerical data sample to simulate the KM on this topology and obtain well agreement between
the semi-quantitative analysis and simulation result. These results provide insights on Kuramoto model’s critical behavior
on random graphs, and can be applied to determine real dynamical system’s intrinsic properties and extended to other
stochastic topologies.

Introduction

Synchronization of interacting elements is ubiquitous in nature, and has been widely investigated in many phys-
ical and biological systems, such as flashing fireflies, neurons in the brain, electric power grids and Josephson
junction arrays[1]. Kuramoto introduced an analytically solvable model of coupled oscillators, and thus in-
spired extensive studies on phase synchronization research since the 1980s[2, 3]. In spite of its mature age,
the theory of synchronization is still full of surprises, applications, and new features. The synchronization of
coupled oscillators depends on many factors, such as the coupling strength, the network topology, the natural
frequency distribution, interaction time delay, etc[4]. One of the key factors, the network topology, deter-
mines how interaction and information propagate among the elements. As the network topology’s complexity
increases, the evaluation of Kuramoto model’s critical dynamics becomes very challenging[5]. The random
graph model proposed by Paul Erdős and Alfred Rényi is simple yet elegant, and can be integrated into the
Kuramoto model by connecting each pair of oscillators with a fixed link probability p. In spite of its limitations
in simulating real-world networks that follow power-law degree distribution, it is the basis of many variations
of random graph models, and has important applications in statistical physics(e.g., percolation theory[6]).

Summary

With statistical analysis and extensive numerical simulation, the critical dynamics of Kuramoto model on
Erdős–Rényi random graph have been resolved in this work. We first show that under ER topology it is statisti-
cally equivalent to the traditional fully connected form, with effective coupling strength Ke reduced according
to the link probability p. The two-dimensional critical curve of phase transition reveals the simple inverse pro-
portional relations between link probability p and coupling strength K. This result agrees with the rigorous
mathematical calculation by Chiba and Medvedev[7, 8]. Meanwhile this leads to possibility of probing a phys-
ical system’s intrinsic coupling strength if it follows ER random graphs topology. On the basis of this work,
it is possible to investigate the critical behaviors under more complex network topology, such as small-world
and other stochastic graphs. We will also extend the topology studies with the presence of noise, time-delay,
inertia, etc., to explore new features of Kuramoto model.
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Abstract. Within the context of non-smooth dynamics, we propose a new class of contact constraints that simulates
the drifting of parts when in contact with conveyor belts, vibratory feeders or similar devices for transportation of parts.
In the proposed formulation, contacts are handled as rigid contacts between parts and a stationary object, where a time-
dependant term is added to the complementarity constraint in order to enforce the tangential motion of the parts. The
needed parameters are quite simple, being limited to the friction coefficient and to a map of drifting speeds on the contact
surface.

Introduction

Conveyor belts, vibratory feeders and similar devices are widely used in engineering applications, for example
in the food industry, in granular material processing and in bulk material transportation. In general all these
devices share a common issue when one needs to simulate them: the desired effect -namely, the drifting of parts
over conveying surfaces- is a simple phenomena, yet the simulation requires complex models and/or short time
steps (for instance the realistic simulation of a conveyor belt would require the simulation of large deformations
of a rubber belt, etc.) To bypass the difficuty of modeling the transportation system, we propose a surrogate
model based on non-smooth dynamics [1].

Method

In our approach, we use just static conveying surfaces, but at the same time the set-valued force laws for
frictional contacts are extended to include a rheonomic term Ct = {Ctu , Ctv} ∈ R2 where (u, v, t) 7→ Ct

is a user-defined function on the surface manifold, representing the required tangential drifting speed. Such
speed map can be obtained from experiments, from numerical models or simply from analytical expressions:
for example a linear conveyor belt of constant speed s would simply have Ct = {s, 0}. Given a set GA of
contact points, we express each contact law at the i-th contact point as a rheonomic cone complementarity:

γ̂i ∈ ΥA,i ⊥ ūi ∈ Υ∗A,i, ∀i ∈ {GA|Φi = 0} (1)

where ΥA,i is the second order Lorentz friction cone, Υ∗A,i is its dual, Φi is the contact gap, γ̂i is the reaction
impulse, ui is the contact relative velocity, v‖,i is the tangent velocity, µi is the friction coefficient, and

ūi =


un,i + µi

∥∥v‖,i∥∥
uu,i + Ctu(u, v, t)
uv,i + Ctv(u, v, t)

 (2)

By doing this, we inherit the high performance and stability of the non-smooth formulation [2], at the same
time allowing large time steps in the simulation of transportation phenomena. Other effects such as friction
limits in sticking or sliding, or collision restitution, are preserved.

Figure 1: Simulation of a bowl feeder. The proposed method allows large time steps (h = 0.01s in this case).
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Abstract. This work investigates entrainment in a self-excited discontinuous system of Filippov type. In terms of the Poincare 

winding numbers, the presence of 1:m and n:m entrainment regions are reported. The existence of Devil’s staircase is 

demonstrated numerically. It is shown that quasi-periodic orbits generate invariant polygons on the Poincare section, whose 

vertices function as natural condensation points for the generation of entrained m-periodic solutions. 
 

Introduction 
 

Entrainment in continuous, smooth systems has been studied extensively [1]. But, comparable emphasis does 

not seem to have been given for entrainment of discontinuous systems [2]. Here, we examine the mechanism 

of higher order entrainment in a 1 DoF self-excited Filippov system. The importance of invariant polygons in 

this context is emphasised.   
 

 

 
(a) 

 
(b) 

  
(c) 

 
 

(d) 
 

Figure 1: (a) 1 DoF Filippov model, (b) Bifurcation diagram, (c) Region between 1:4 and 1:5 windows, (d) Invariant polygons 

corresponding to quasi-periodic orbits and Poincare points of periodic orbits generated on their vertices. 
 

Results and discussion 
 

Fig. 1(a) shows the model with mass 𝑚0 placed on a belt with uniform speed 𝑣0. 𝑘0 and 𝑐0 are stiffness and 

damping. 𝑥0 is the horizontal displacement. Normal excitation 𝐹0𝑐𝑜𝑠(ω𝑡) is coupled to the horizontal motion 

through Stribeck frictional force between mass and the belt. The non-dimensional equation of motion can be 

written as �̈� + 2ξẋ + 𝑥 + (1 + 𝐹𝑁𝑐𝑜𝑠(ω𝑡))(μ𝑠𝑠𝑔𝑛(�̇� − 𝑣𝑏) − 𝑘1(�̇� − 𝑣𝑏) + 𝑘3(�̇� − 𝑣𝑏)
3 = 0.  

Fig. 1(b) shows the bifurcation diagram with external frequency ω as parameter. In terms of the Poincare 

winding numbers [1], 1:1 and various 1:m entrainment regions are clearly observed. In Fig. 1(c) showing the 

enlarged view of the region between 1:4 and 1:5 entrainment windows, smaller windows of higher order n:m 

entrainments are visible. This points towards the presence of Devil’s staircase [1] in the model. Fig. 1(d) shows 

the transition from quasi-periodic to m-periodic orbits on the Poincare section. It is seen that the quasi-periodic 

orbits correspond to m-sided invariant polygons [3]. m-periodic entrained solutions are born by condensation 

of these polygons, with their vertices acting as natural places of condensation. 
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Abstract. In this study, the dynamics and vibration transmission behavior of an impact oscillator with multiple motion 
constraints are investigated. The main sub-system is excited by an external harmonic force. A semi-analytical harmonic 
balance method and a time-marching method are used for the determination of system response. The effects of the constraint 
properties on the dynamic performance as well as the force transmission characteristics are examined.  
 

Introduction 
 

Contact nonlinearities exist in the operation of many dynamical systems, e.g., tooling machinery, drilling 
machines, roller bearings, meshing gears, etc [1]. The components may be engaged with each other during the 
motion. The contact interaction will change the physical properties of the assembly and will significantly 
influence the system performance [2]. The impact oscillators comprising constraint have been widely accepted 
as a representative model to study the nonlinear dynamic behaviour in the systems with clearance. In past 
research, the dynamics of impact oscillators were extensively investigated. However, very few studies were 
reported on the application of multiple constraints on the vibration attenuation design of dynamic systems, e.g., 
suppressing the vibration of propulsion shafting on board. This research investigates a multiple-degree-of-
freedom impact oscillators considering multiple motion constraints. The equations of the motion of the system 
in a matrix form are 

�
𝑚𝑚1 0 0
0 𝑚𝑚2 0
0 0 𝑚𝑚3

� �
�̈�𝑥1
�̈�𝑥2
�̈�𝑥3
� + �

𝑐𝑐1 + 𝑐𝑐2 −𝑐𝑐2 0
−𝑐𝑐2 𝑐𝑐2 + 𝑐𝑐3 −𝑐𝑐3

0 −𝑐𝑐3 𝑐𝑐4 + 𝑐𝑐3
� �
�̇�𝑥1
�̇�𝑥2
�̇�𝑥3
� + �

𝑘𝑘1 + 𝑘𝑘2 −𝑘𝑘2 0
−𝑘𝑘2 𝑘𝑘2 + 𝑘𝑘3 −𝑘𝑘3

0 −𝑘𝑘3 𝑘𝑘4 + 𝑘𝑘3
� �
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3
� + �

𝑓𝑓1
𝑓𝑓2
𝑓𝑓3
� =

�
𝑓𝑓0𝑒𝑒i𝜔𝜔𝜔𝜔

0
0

�, (1) 

where 𝑓𝑓1 , 𝑓𝑓2  and 𝑓𝑓3  denote the constraint forces act on the masses, respectively. The solutions of these 
equations can be determined by a harmonic balance approximation method and validated by the numerical 
integration method.  

Results and discussions 

 
Figure 1: Relative displacement response between two subsystems. 

 

Figure 1 show that the constraints can provide a hardening effect on the frequency response of the system. A 
higher constraint stiffness will further extend the transmissibility curves to the high frequencies, resulting in 
multiple solutions and super-harmonic components. This research facilitates further power flow analysis (PFA) 
on the vibration transmission and dissipation mechanism from the energy viewpoint. In this way, a deeper 
understanding of the vibration transmission behavior within the systems with clearance contact can be achieved, 
which will benefit the improvement of vibration attenuation designs for such systems. 
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Abstract. Harmonic Balance Method (HBM) and Time Variational Method (TVM) are two semi-analytical methods
that are used for solving periodically excited dynamical systems. Harmonic Balance Method is modified and extended
in several works for solving free vibrations and systems with quasi-periodic responses. It is very important to study the
homogeneous response to characterize the system with its features like natural frequencies and energy content. In this
study, TVM is modified with the addition of energy equations for obtaining multi-frequency responses for multi-DOF
autonomous systems, and these are applied to Duffing oscillator and 2-DOF pendulum system.

Introduction

Steady-state response of dynamical systems can be obtained using semi-analytical methods. Among these
methods, Harmonic Balance Method[1] approximates the solution as a truncated Fourier series. Fourier se-
ries being periodic in nature, this method is an excellent tool used for obtaining limit cycles. This method is
extended for multi-frequency excitation, called Multi Harmonic Balance Method (MHBM) and for homoge-
neous systems, called Harmonic Energy Balance Method (HEBM). One major drawback of these methods is
its domain transformation method for the non-linear part of the system, which is a time-consuming process.
Rook[2] introduced Time Variational Method, which skips the domain transformation step and solves the sys-
tem in the time domain itself. Dhar and Krishna[3] extended this method similar to MHBM and obtained
frequency-amplitude responses for quasi-periodically excited Duffing oscillator. In the beginning of this paper,
the existing TVM and MTVM are described and applied to Duffing system. Cubic spline function is used as the
basis function. The use of such a basis function requires modification in the concept of domain transformation
in TVM, which is explained. In the following sections, the modified TVM is extended for computing periodic
and quasi-periodic solutions for homogeneous systems named TVEM (Time Variational Energy based Method)
and MTVEM (Multi Time Variational Energy based Method), respectively.

Figure 1: TVM modified with domain transforma-
tion Figure 2: 2-DOF pendulum phase portraits x and ψ

Methodology and Result

TVM method is modified by introducing domain transformation shown in figure 1. The transformation T ,
being a linear map, is fast and does not produce any error in the process. This modified TVM is augmented
with the Hamiltonian of the system forming TVEM. MTVM is modified using the Hamiltonian equation and
the concept of energy split to obtain solutions at constant energy and different energy ratios in between the
DOFs. TVEM and MTVEM are applied to the Duffing oscillator and pendulum system. Figure 2 shows result
of the 2-DOF pendulum system (Translational DOF x and rotational DOF ψ) with total energy E = 4 and
energy ratio of the first DOF E1/E = 0.12 solved using MTVEM and validated with numerical integration and
MHEBM.
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that are used for solving periodically excited dynamical systems. Harmonic Balance Method is modified and extended
in several works for solving free vibrations and systems with quasi-periodic responses. It is very important to study the
homogeneous response to characterize the system with its features like natural frequencies and energy content. In this
study, TVM is modified with the addition of energy equations for obtaining multi-frequency responses for multi-DOF
autonomous systems, and these are applied to Duffing oscillator and 2-DOF pendulum system.

Introduction

Steady-state response of dynamical systems can be obtained using semi-analytical methods. Among these
methods, Harmonic Balance Method[1] approximates the solution as a truncated Fourier series. Fourier se-
ries being periodic in nature, this method is an excellent tool used for obtaining limit cycles. This method is
extended for multi-frequency excitation, called Multi Harmonic Balance Method (MHBM) and for homoge-
neous systems, called Harmonic Energy Balance Method (HEBM). One major drawback of these methods is
its domain transformation method for the non-linear part of the system, which is a time-consuming process.
Rook[2] introduced Time Variational Method, which skips the domain transformation step and solves the sys-
tem in the time domain itself. Dhar and Krishna[3] extended this method similar to MHBM and obtained
frequency-amplitude responses for quasi-periodically excited Duffing oscillator. In the beginning of this paper,
the existing TVM and MTVM are described and applied to Duffing system. Cubic spline function is used as the
basis function. The use of such a basis function requires modification in the concept of domain transformation
in TVM, which is explained. In the following sections, the modified TVM is extended for computing periodic
and quasi-periodic solutions for homogeneous systems named TVEM (Time Variational Energy based Method)
and MTVEM (Multi Time Variational Energy based Method), respectively.

Figure 1: TVM modified with domain transforma-
tion Figure 2: 2-DOF pendulum phase portraits x and ψ

Methodology and Result

TVM method is modified by introducing domain transformation shown in figure 1. The transformation T ,
being a linear map, is fast and does not produce any error in the process. This modified TVM is augmented
with the Hamiltonian of the system forming TVEM. MTVM is modified using the Hamiltonian equation and
the concept of energy split to obtain solutions at constant energy and different energy ratios in between the
DOFs. TVEM and MTVEM are applied to the Duffing oscillator and pendulum system. Figure 2 shows result
of the 2-DOF pendulum system (Translational DOF x and rotational DOF ψ) with total energy E = 4 and
energy ratio of the first DOF E1/E = 0.12 solved using MTVEM and validated with numerical integration and
MHEBM.
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Abstract. We study the slow average motions of a particle on a horizontally vibrating frictional table. The equations
of motion have non-analytic nonlinearities. Numerical simulations show multiple time scales. The system is analyzed
using the method of multiple scales (MMS). The slow-flow integrals are found using asymptotics, have logarithmic
nonlinearities, are valid near the target location on the table, are easy to integrate numerically, and retain parametric
excitation in slow time. The slow flow matches well with full numerical solutions. This is the first MMS analysis of a
problem in this area that we are aware of.

Introduction

A point mass m under gravity g moves on a table with a coefficient of friction µ. The table kinematics is
described by its instantaneous centre of rotation (xc(t) = R cos(Ωt), yc(t) = R sin(Ωt)) and its angular
velocity ν = H cos(ωt). This prescribed motion, for some parameter choices, generates a stable fixed point in
space. This problem is of interest in robotics [1, 2] and is relevant to open-loop manipulation of part feeders in
industry. We scale length and time by selecting R = 1 and ω = 1. Further, letting H = εA, Ω = 1/2 + ε∆,
and µg = ε2α, the equations of motion are:

ẍ =
−ε2α

{
ẋ+ εA cos(t)

[
y − sin( t

2 + ε∆t)
]}√{

ẋ+ εA cos(t)
[
y − sin( t

2 + ε∆t)
]}2

+
{
ẏ − εA cos(t)

[
x− cos

(
t
2 + ε∆t

)]}2 , (1)

ÿ =
−ε2α

{
ẏ − εA cos(t)

[
x− cos

(
t
2 + ε∆t

)]}√{
ẋ+ εA cos(t)

[
y − sin( t

2 + ε∆t)
]}2

+
{
ẏ − εA cos(t)

[
x− cos

(
t
2 + ε∆t

)]}2 . (2)

Results and discussion

The method of multiple scales (MMS) works here. The corresponding slow flow equations can be obtained via
asymptotic approximations for some integrals. These equations are

4πA

α
ζ ′′ =

[
−Cη′ + Sζ ′ + ζ ′

]
ln(E) +

[
Cη′ − Sζ ′ + ζ ′

]
ln(F ) − 4CAη + 4SAζ −Gζ ′, (3)

4πA

α
η′′ =

[
−Cζ ′ − Sη′ + η′

]
ln(E) +

[
Cζ ′ + Sη′ + η′

]
ln(F ) − 4CAζ − 4SAη −Gη′. (4)

In Eqs. 3-4, the superscript ′ denotes a derivative with respect to T1. Further,C = cos (2∆T1), S = sin (2∆T1),
E =

[
ζ ′2 − η′2

]
S−2ζ ′η′C+η′2+ζ ′2, F =

[
η′2 − ζ ′2

]
S+2ζ ′η′C+η′2+ζ ′2, andG = 10 ln (2)+4 ln (A)+4.

In Fig. 1(a), full solutions for Eqs. 1-2 in the x− y plane and for Eqs. 3-4 in the ζ − η plane are superimposed.
The match is excellent. In Fig. 1(b), a comparison between y and η is shown. A zoomed-in portion of the
same is shown in Fig. 1(c). The similar match for x and ζ is omitted to save space. We emphasize that fast
oscillations of x and y are absent from ζ and η, though slow oscillations are retained. Those can be removed
with unconventional calculations that we will present in another paper.

(a) (b) (c)

Figure 1: Comparison between solutions of Eqs. 1-2 and Eqs. 3-4: (a) x-y plane, (b) time response for 0 ≤ εt ≤ 1000, and (c)
time response for 850 ≤ εt ≤ 856. These results were obtained with parameters α = 0.5, ε = 0.01, A = 1, ∆ = 1.1 and for
near-zero-velocity initial conditions.
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Harmonic expansion and nonsmooth dynamics in a circular contact region with
combined slip-spin motion
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Abstract. We analyse a rigid body in planar motion while touching a rough plane at a finite-sized, circular contact
area. By assuming Coulomb friction between the tangential and normal pressure distributions, the resultant forces and
torques can be expressed formally with a nonsmooth dependence on the kinematic variables. In the literature, the exact
form of the tangential forces is available for special pressure distributions expressed by transcendent functions; recently,
an approximate linear model was introduced. Now, we present a nonlinear extension of the approximation, which can be
used effectively to characterise slipping-sticking transitions between the bodies.

Introduction

Consider a rigid body touching a fixed, rough plane in a finite-sized circular contact area (see Fig. 1). Rigid
body motion is assumed in the plane xy of the contact region. This motion is parametrized by the velocities
ux, uy of the contact point and the angular velocity ωz . The normal pressure distribution is assumed to be
constant in time and to have the circular symmetric form p(x, y) = p̃(

√
x2 + y2). Consider permanent slipping,

thus, ux = uy = ωz = 0 is excluded.
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Figure 1: Left and middle panel: Kinematic and dynamic variables in the tangent plane of the circular contact area. Right panel:
parametrizing the direction of slipping by the variable sets (w1, w2, w3) and (θ, φ).

Results and conclusion

According to [1], let us introduce the variables (w1, w2, w3) = (ux, uy, ρωz)/
√
u2x + u2y + ρ2ω2

z to express the

direction of the relative motion, where ρ is a scaling parameter. The variable set (w1, w2, w3) lies in the unit
sphere S3 as w2

1 + w2
2 + w2

3 = 1. This unit sphere can also be parametrised by two angles θ and φ in the form
w1 = cos θ cos, φ, w2 = cos θ sinφ, w3 = sin θ. Assume Coulomb friction model with a friction coefficient µ
between the pressure distributions. Then, the resultant force system contains tangential forces Qx, Qy and the
normal torque Tz (see Fig. 1). According to CITEE, the circular symmetric case leads to the form

Qx = −µP w1√
w2

1+w2
2

· Qw(w3) = −µP cosφ · Q(θ),

Qy = −µP w2√
w2

1+w2
2

· Qw(w3) = −µP sinφ · Q(θ),

Tz = −µPλ · Tw(w3) = −µPπxy · T (θ),

where the normal force P and the coefficient λ are computed from p̃. The algebraic form of the functions
Qw, Tw,Q, T can be computed for constant [3] and parabolic [2] pressure distributions. In [1], the authors
use the approximation Qw ≈

√
1− w2

3 and Tw = w3, which makes the above tangential forces and moment
linear in w3 and harmonic in θ, which lead to qualitative analysis of the nonsmooth dynamics. However, by
this approximation, some bifurcations can be lost.
Now, we will expand the expressions by the truncated Fourier expansion of Q and T . We show that then,
nonlinear terms appear in Qw, Tw, and we can extend the nonsmooth dynamical analysis of [1] to find the
bifurcations of fixed points on the sphere of w2

1 + w2
2 + w2

3 = 1. The fixed points of this fast subsystem
correspond to the limit directions where transitions are possible between slipping and sticking of the body. Our
goal is to determine the combined slip-spin states just before sticking.
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Abstract. Limit cycle bifurcations from infinity in 3D Relay systems, belonging to the class of three-dimensional
symmetric discontinuous piecewise linear differential systems with two zones, are analyzed. A criticality parameter is
found, whose sign determines the character of the bifurcation. When such non-degeneracy parameter vanishes, a higher
co-dimension bifurcation takes place, giving rise to the emergence of a curve of saddle-node bifurcations of periodic
orbits, which allows to determine parameter regions where two limit cycles coexist.

Introduction

The analysis of bifurcations from infinity helps to get a complete overview of the dynamical behaviour to be
found in a given dynamical system. Limit cycle bifurcations from infinity has been considered in the past, see
[1, 2, 3], but here we want to study the specific case of 3D relay systems, studying also its possible degeneration.
Under generic hypothesis, there is no loss of generality in considering relay systems of the form

ẋ = Ax− b sign
(
c>x

)
, A =

 t −1 0
m 0 −1
d 0 0

 , b =

b1b2
b3

 , c =

1
0
0

 , (1)

where x = (x, y, z)> ∈ R3, the dot represents derivative with respect to the time τ , and coefficients t, m and d
in matrix A are its linear invariants (trace, sum of principal minors and determinant).

Results and discussion

As a first step in the analysis, we present the extension of a previous result in [5] to discontinuous systems (1).
Theorem Consider system (1) under the assumption of complex eigenvalues for matrix A, that is there exist
λ, σ ∈ R and ω > 0 such that t = 2σ + λ, m = 2σλ + σ2 + ω2, d = λ

(
σ2 + ω2

)
, and define the non-

degeneracy parameter δ = b3 − b2λ− b1ω2. If δ 6= 0, then, for σ = 0 the system undergoes a Hopf bifurcation
from infinity, that is, one symmetric limit cycle of large amplitude appears for δσ < 0 and σ sufficiently small.
Furthermore, when λ 6= 0, if δ > 0 and λ < 0, then the bifurcating limit cycle for σ < 0 is orbitally
asymptotically stable. Otherwise, if δ < 0 or λ > 0 then the bifurcating limit cycle is unstable.
In the case λ = 0, assuming δ = b3 − b1ω2 > 0, a sufficient condition for the stability of the limit cycle that
bifurcates for σ < 0 is b1 > 0.

Figure 1: Coexistence of two limit cycles can be guaranteed through a degenerate bifurcation from infinity. Here, σ = −0.01, λ = −1,
ω = 1, b1 = −1, b2 = 4, and b3 = −4, so that δ = 1 > 0. The big limit cycle is stable, while the small one is unstable.

The case when the non-degeneracy parameter δ vanishes gives rise to a saddle-node bifurcation of periodic
orbits and allows to justify the coexistence of two limit cycles, see Figure 1. The application of achieved results
to systems in [4] will also be addressed, see [6] for more details.
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Abstract. The problem of maneuvering a stick in three-dimensional space using purely impulsive inputs is considered.
A steady motion of the stick is one in which it is juggled between a sequence of configurations rotationally symmetric
about the vertical axis; such a motion can be viewed as a periodic orbit. In particular, this work addresses the problem
of transitioning from one steady orbit to another. The Impulse Controlled Poincaré Map approach is used to achieve the
desired control objective. Simulation results verify the efficacy of the control design for several maneuvers.

Introduction

The robotic manipulation of objects without grasping, i.e. nonprehensile manipulation, represents an impor-
tant class of problems [6, 7]. Juggling is a nonprehensile manipulation task whose dynamics are hybrid and
non-smooth, comprised of impulsive dynamics due to contact with the actuator, and motion under gravity. The
problem of juggling a stick, which is described by orientation in addition to position coordinates, is more chal-
lenging than that of juggling point masses [8, 1]. The dynamic model and control design for planar symmetric
stick juggling has appeared in [3, 4]. The problem of juggling a stick in three-dimensions between a sequence
of configurations rotationally symmetric about the vertical axis was considered in [5]. This work is extended
here to treat the desired juggling motion as a function of time. The dynamics of the stick can be specified by five
generalized coordinates, and three control inputs; the control action is purely impulsive and applied when the
stick makes a fixed angle with respect to the vertical. The steady-state time of flight and the angle of precession
about the vertical axis between consecutive rotationally symmetric configurations are treated as free variables.
When they are chosen to be constant, they define a steady juggling motion. They may be varied slowly to
transition from one steady juggling motion to another using the same control inputs - which is the focus of this
work. The hybrid dynamics of stick juggling can be represented by a discrete-time Poincaré map. The map is
conveniently expressed in a rotating reference frame (the reference frame of the juggler), and a steady juggling
motion corresponds to a fixed point of this map. The Impulse Controlled Poincaré Map (ICPM) approach [2]
can be used to achieve the control objective of stabilization of the fixed point of the map, and consequently
the desired juggling motion. By treating the independently chosen steady-state values as time-varying, and
recomputing the desired steady-state values and the control inputs at every intersection of the system trajectory
with the Poincaré section, the ICPM approach can be applied to achieve the control objective of transitioning
from one steady orbit to another.

Results and discussion

Simulations were carried out with the controller gains obtained using the LQR method. Three different maneu-
vers of the stick, wherein a transition from one steady juggling motion to another is observed, were considered.
First, it was shown that the height of the orbit could be changed gradually as a function of time. The effect of
an increase in the time of flight was considered next. Finally, the effect of simultaneous variation the angle of
precession about the vertical axis and time of flight was considered. It was shown that the ICPM approach can
be successfully applied to transition from one steady juggling motion to another. By choosing the free variables
as slowly varying functions of time, a range of other maneuvers can be achieved. Future work will focus on
experimental validation of steady-state stick juggling.
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Time-Varying Delays via Event-Trigger Mechanism

Soundararajan Ganesan∗, Ardak Kashkynbayev∗ and Rakkiyappan Rajan∗∗
∗Department of Mathematics, Nazarbayev University, Nur-Sultan-010000, Kazakhstan.

∗∗Department of Mathematics, Bharathiar University, Coimbatore-641046, India.

Abstract. The H∞ filter design for delayed discrete-time Markovian-jump T-S fuzzy systems with quantized output
measurement is the primary focus of this paper. To reach our notified goal, the event-trigger mechanism is designed
so that the occupancy of the communication network resources is reduced. By manipulating the fuzzified Lyapunov-
Krasovskii functional (LKF), sufficient conditions are derived by explicit expression of linear matrix inequalities (LMIs)
which ensure the desired system is stochastically stable. Eventually, the proposed H∞ filter design is validated by the
implementation of the T-S fuzzy model of the tunnel diode circuit.

Introduction
The qualitative analysis of nonlinear systems is imperative so that the numerous practical systems show non-
linearity when analyzing their dynamics. It is well known that T-S fuzzy models are capable of modelling
nonlinear behaviour, by approximating any smooth nonlinear systems to any special accuracy within any com-
pact set. Forever, it is quite common for network communication to have an information latching problem,
which can be handled by extracting finite-state representations (modes) from Markovian-jump models. To be
specific, discrete-time systems play a very vital role in digital signal analysis and processing. In place of it,
the logarithmic quantizer is used to reduce the data-transmission rate in network communication. Additionally,
energy consumption is reduced by the event-triggered transmission strategy and the lifetimes of the services
are extended. On the other hand, the H∞ filtering has been extensively studied to guarantee a bound of the
worst-case estimation error where the statistics information on the disturbances is not required. Unfortunately,
when it comes to the event-triggered scenario, the H∞ filtering problem with quantization effects has not yet
gained adequate research attention. Therefore, it is of significance to consider the event-triggered H∞ filtering
for nonlinear systems with quantization effects.

Results and discussion

In this paper, let us considered the following discrete-time T-S fuzzy Markovian-jump system:
IF θ1k is Mi1 and θpk is Mip THEN x(k + 1) = Ahr(k)x(k) +Adhr(k)x(k − τr(k)(k)) +Bhr(k)w(k)

with the output measurement y(k) = Chr(k)x(k) + Dhr(k)v(k) and the estimated signal z(k) = Ehr(k)x(k),
where Mij is a fuzzy set and θjk is the premise variable, i ∈ {1, 2, · · · , r} and j ∈ {1, 2, · · · , p}, r is the
number of IF-THEN rules; r, p are positive integers; x(k) ∈ Rn is the state; v(k) ∈ Rl, w(k) ∈ Rn is the dis-
turbance that belongs to l2[0,∞); Ahr(k), Bhr(k), Chr(k), Dhr(k), and Ehr(k) are known matrices of appropriate
dimensions; τr(k)(k) ∈ [τmr(k), τ

M
r(k)] is time-varying delay factor; The Markov-jump variable {r(k), k ∈ Z+} is

used to represent a mode of the subsystems. Further, the transmission instants sequence {ks}s≥0 with k0 = 0
is generalized by the event-trigger instant ks+1 = min

k>ks
{k/[y(k)−y(ks)]

Tϕ[y(k)−y(ks)] ≥ σyT (ks)ϕy(ks)},

where matrices ϕ > 0 and σ > 0 are two event-triggered parameters to be designed properly.
From the input ȳ(k), the filter has been estimated as

x̂(k + 1) = Âhr(k)x̂(k) + Âdhr(k)x̂(k − τl(k)) + B̂hr(k)ȳ(k)

with estimation ẑ(k) = Êhlx(k), where Âhl, Âdhl, B̂hl, Ĉhl are filter parameters to be derived. The measured
output is assumed to be quantized by the quantizer q(y) = [q1(y1), q2(y2), · · · , ql(yl)]T . Based on filtering
error analysis, we have estimated the error dynamics ξ(k) and its stability has been confirmed by Theorem 1.
Theorem 1. For a given γ > 0,, the filtering error system is stochastically stable, if there exists positive

definite matrices Phl, Ph+ , Q1, Q2, Q3, R1, R2, and M1, along with the scalar ϵ > 0, for h ∈ ρ, h+ =
(h1(θ(k + 1)), h2(θ(k + 1)), · · · , hr(θ(k + 1)))) ∈ ρ and l ∈ S, which satisfies the LMI [ϕnm]5×5 < 0 such
that ϕ11 = −Ph+ , ϕ13 = Ph+ [Aijl,Adijl, 0, 0, 0, 0, 0,B′

ijl,Dijl], ϕ14 = Ph+ [Bijl, 0, 0, 0, 0, 0, 0, Bijl, Bijl],

ϕ15 = [CT
ijl, 0, 0, 0, 0, 0, 0, I,D

′T
ijl], ϕ22 = −I , ϕ23 = [Eijl, 0, 0, 0, 0, 0, 0, 0, 0], ϕ33 = [ϕij

33]9×9, ϕ11
33 = −Phl +

Q1+Q2+Q3+τ2l R1+τm
2

l R2, ϕ22
33 = −Q3, ϕ33

33 = −Q1, ϕ44
33 = −Q2, ϕ55

33 = −R1, ϕ56
33 = −M1, ϕ66

33 = −R1,
ϕ77
33 = −R2, ϕ88

33 = −ϕ(1− σ), ϕ99
33 = −γ2I , ϕ44 = −ϵI , ϕ55 = −ϵI , and the remaining terms ϕnm are zero.
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Abstract. The existence of the Zero-Hopf bifurcation from infinity is proven for a family of 3D piecewise linear systems
with symmetry. Quantitative expressions are provided for the amplitude and period of the bifurcating large amplitude limit
cycles living in two and three linearity zones. The simultaneous bifurcation of three limit cycles is shown. The theoretical
results are applied to the Bonhöffer-van der Pol electronic oscillator.

Introduction

The zero-Hopf bifurcation for smooth systems has been widely analyzed, see for example [2], but this bifurca-
tion has been rarely studied in piecewise linear differential systems, see [3], where the zero-Hopf bifurcation
of a symmetric piecewise linear differential system with three zones in R3 was characterized obtaining the
existence and stability of three periodic orbits bifurcating from the origin and two non trivial equilibria.
In the present work, the family of systems studied has the complex eigenvalues σ(ε)± iω(ε), and the real one
λ(ε), and the non trivial equilibrium points tend to infinity when ε tends to zero, converting them in zero-Hopf
equilibria. These zero-Hopf equilibria give place to a large amplitude bifurcating limit cycle, increasing the
catalog of bifurcations at infinity in piecewise linear systems, see [1].

Main results

The piecewise linear differential system considered is written in the generalized Lienard’s form defined by

ẋ = F(x) =AEx+ b sat(x), (1)

where x = (x, y, z)⊤ ∈ R3,

AE =

 tE −1 0
mE 0 −1
dE 0 0

 and b =

 tC − tE
mC −mE

dC − dE

 . (2)

In order to analize the zero-Hopf bifurcation at infinity, we will assume the linear matrix AE of the external
zones has eigenvalues λ(ε), σ(ε)± iω(ε), where,

λ(ε) = λ1ε+ λ2ε
2 +O(ε3),

σ(ε) = σ1ε+ σ2ε
2 +O(ε3),

ω(ε) = ω0 + ω1ε+ ω2ε
2 +O(ε3),

with ω0 > 0. The main contribution is the following result.
Theorem Consider system (1)-(2) with the above eigenvalue configuration, with λ1 ̸= 0, σ1 ̸= 0, dC ̸= 0,
ω0 > 0 and define the non-degeneracy parameter ρ = dC−ω2

0tC . If ρ ̸= 0, then, for ε = 0 the system undergoes
a zero-Hopf bifurcation at infinity, that is, one symmetric limit cycle using the three zones of linearity appears
for ρσ1ε > 0 and ε sufficiently small. In particular, if ρ < 0 and tC < −ρ (λ1 + σ1) /(σ1ω

2
0), then the limit

cycle bifurcates for σ1ε < 0 and is orbitally asymptotically stable.
Furthermore, the period P of the periodic oscillation is an analytic function at 0, in the variable ε, and its series
expansion is

P =
2π

ω0
+

2π

ω0

(
σ1
(
ω2
0 −mC

)
ρ

− ω1

ω0

)
ε+O

(
ε2
)
.

The amplitude of the bifurcating limit cycle has the following series expansion,

−y0 =
2ρ

πσ1ω0ε
+O (1) .
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Abstract. This presentation is devoted to the open problem of the existence of a uniform upper bound for the maximum
number of limit cycles of planar piecewise linear systems with two zones separated by a straight line. We give a positive
answer to this question and establish that this number is less than 8.

Introduction

Roughly speaking, the second part of the 16th Hilbert’s Problem consists in determining an upper bound for
the maximum number of limit cycles of planar polynomial differential systems of degree n. This is one of the
most important problems in the analysis of planar differential systems [5], and still remains unsolved even for
n = 2, the simplest non trivial case.
Here, we consider a version for planar piecewise linear differential systems with two zones separated by a
straight line,

ẋ =

{
ALx+ bL, if x1 ≤ 0,
ARx+ bR, if x1 ≥ 0,

(1)

where x = (x1, x2) ∈ R2, AL,R = (aL,Rij )2×2, and bL,R = (bL,R1 , bL,R2 ) ∈ R2. For this kind of systems, a limit
cycle is defined as an isolated crossing periodic solution.
One of the first works devoted to the study of a uniform upper bound for the maximum number of limit cycles
of system (1) is authored by Lum and Chua [7]. There, they conjectured that, under the continuity hypothesis,
system (1) had at most one limit cycle. This conjecture was proven in 1998 by Freire et al. [4]. In the literature,
there are also partial results about upper bounds for other non-generic families of piecewise linear differential
systems but, after more than 30 years since the Lum-Chua’s conjecture [7] and hundreds of paper on this
subject, the existence of a uniform upper bound for the maximum number of limit cycles that system (1) can
have, still remains an open question.
Recently, after obtaining a new integral characterization for Poincaré half-maps [1], the authors have considered
a new approach to the study of the periodic behavior of piecewise linear systems without the annoying case-
by-case study usually needed in previous works. In [2], this approach has been used to give a new simple proof
for the Lum-Chua’s conjecture. Moreover, the same technique was used in [3] to prove that system (1) has at
most one limit cycle when there are not sliding sets in the separation line.

Results and discussion

In this work, by using the integral characterization for Poincaré half-maps provided in [1] and some extensions
of the Khovanskiı̆’s theory [6], it is proven that there exists a natural bound less than 8 for the number of limit
cycles of system (1) .
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Abstract. To withstand the rigors of wind, rain, and their own weight, some young seedlings need assistance in the first 

year after planting at the permanent place in the form of single, double or triple staking methods. Using a previously 

developed model of complex discrete cantilever coupled with nonlinear spring we investigate the stability and instability of 

the complex structure regarding the number of nonlinear springs to which the structure is coupled. The geometric 

nonlinearity of the system is introduced by a spring with cubic nonlinear properties that oscillates in the horizontal 

plane. Stability of oscillations of these complex structures is important for proper stacking of young seedlings with 

different canopy shapes. First asymptotic approximations of nonlinear differential equations along amplitudes and 
phases of nonlinear modes of three-frequency oscillations of considered complex structure is derived. An analysis of 

interactions between nonlinear modes is done. 

 

Introduction 
 

It is of a great interest that staking of the young seedlings is done properly ensuring oscillations of the trunk 
that will stimulate the root growing and proper anchoring to the ground [1,2]. Stability of forced oscillations 

of double and triple staking methods is analysed using a modification of a previously developed model [3] of a 

young seedling staked with one stake. The purpose of the study is to analyse which canopy shapes are the most 

suitable for each particular staking method. 

              
    

Figure 1: Complex discrete structure on a cantilever with: 1a. one spring with nonlinear properties 1b. two springs spring with 
nonlinear properties 1c. tree springs with nonlinear properties.  

 

 

 

A young seedling staked with single, double or triple staking methods (Fig.1) is modelled as complex 

discrete biodynamical structure on a cantilever coupled with one/two/three nonlinear elastic springs at 2/3 of 

cantilever (tree stem) height. Springs with cubic nonlinear properties oscillate in the horizontal plane. 

Stability and instability of forced three-frequency nonlinear oscillations of these complex system under an 

external three-frequency force is analyzed.  

 

Results and discussion 
First asymptotic approximations of nonlinear differential equations along amplitudes and phases of nonlinear 

modes of three-frequency oscillations of considered complex discrete biodynamical structure are derived. An 

analysis of the interactions between nonlinear modes is done. Stability of structures on is analyzed by graphs 

of characteristic equations for different geometric parameters of the model. 
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Abstract. This paper presents the recent work of the authors on analysis of smooth and non-smooth bifurcations and their 

interplay in a canonical model of an impact pair, subjected to a harmonic excitation. The map approach is used to treat the 

system analytically and the results of this study are presented. 
 

Introduction 
 

This paper presents the recent work of the authors on analysis of smooth and non-smooth bifurcations and their 

interplay in a canonical model of an impact pair, subjected to a harmonic excitation. The pair consists of a 

capsule in which a ball moves freely between impacts on either end of the capsule. The performed analysis is 

generic, but is also very relevant to a recently proposed energy harvesting system using dielectric elastomeric 

membranes with compliant electrodes, which are deformed at impacts changing their capacitance. While the 

sequences of bifurcations have been studied extensively in single degree of freedom impacting models, there 

are limited results for two degree of freedom impacting systems such as the impact pair. Using an exact 

analytical solution between the impacts and the stability analysis, we obtain sequences of period doubling and 

fold bifurcations together with grazing bifurcations [1]. Using this analysis, we identify the bifurcations on 

unstable or unphysical solutions branches, which we term ghost bifurcations.  

 

Results and Discussion 
Figure 1, to be discussed in detail at the presentation, presents two different types of bifurcations leading to 

transition from 1:1 to 2:1 and 3:1 periodic motion, where d is non-dimensional length of the capsule, G – the 

grazing bifurcations, PD – period doubling bifurcations and PDG is the period doubling bifurcation which is 

terminated by grazing. Figure 1 left presents the transition through grazing, whereas Figure 1 right present 

grazing transition to 2:1 periodic motion through PDG, whereas transition to 3:1 is occurred through grazing.  

The presentation addresses the mystery of why sometimes we observe grazing and sometimes PD transitions, 

and how the ghost bifurcations, not observed numerically or experimentally, can influence the birth or death 

of complex behaviours.  The complete investigation of the interplay between ghost and observable grazing and 

PD bifurcations has been recently reported in [2] and this presentation is mainly based on this work. The effects 

of other system’s parameters on the different bifurcation patterns are demonstrated.  

 
 

 

 
Figure 1: Bifurcation diagrams for the relative impact velocity. Black circles indicate results from attracting behavior obtained by 

numerical simulation of the full system (1)-(3). Solid (dotted) lines indicate stable (unstable or unphysical) analytical results for 

impact velocities Z˙k for 1:1 and 2:1 solutions. Blue (green) lines correspond to impacts on ∂B (∂T). 
 

 

References 
[1] A. B. Nordmark. Non-periodic motion caused by grazing incidence in an impact oscillator. Journal of Sound and Vibration, 1991. 

[2] Larissa Serdukova, Rachel Kuske, Daniil Yurchenko. Fundamental competition of smooth and non-smooth bifurcations and their ghosts 

in vibro-impact pairs. Nonlinear Dynamics, 2023.  
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Abstract. Hysteresis models are popular for rate-independent structural damping. Hysteresis in material damping is
distributed, nonlinear, and non-analytic. If incorporated in refined finite element (FE) models, numerical time integration
is difficult. Generally, implicit integration methods show higher stability for stiff ODE systems arising in FE models.
However, integrating the equations of hysteresis using implicit algorithms is difficult. Here we suggest a semi-implicit
method where the structural part is treated implicitly and the hysteresis is treated explicitly. Results are very good: time
steps can greatly exceed the smallest time period of the structure. Subsequently, we examine model order reduction.
Structural modes can be projected directly as usual. Here we propose data driven model order reduction for the hysteretic
damping part. The number of internal hysteretic states can be reduced by an order or magnitude with moderate accuracy.

Introduction

The Bouc-Wen model is a popular model for hysteresis. It needs a deformation-related variable that drives
the hysteretic response. We formulate a finite element (FE) model of a beam with a lengthwise distributed
hysteretic bending moment that is driven by the local curvature. The virtual work integral is estimated using
hysteretic states (z) that are monitored at Gauss points within each element. The governing equations are

M q̈ +C q̇ +K q +A z = f0(t), (1)

ż =
(
Ā− α sign (χ̇ ◦ z) ◦ |z|nh − β |z|nh

)
◦ χ̇, (2)

where χ contains the beam curvatures at Gauss points, and the remaining symbols have their usual meanings
from structural dynamics and Bouc-Wen hysteresis. The “◦” operator denotes elementwise multiplication; also,
the vector absolute value and exponentiation are elementwise as well.
In this paper we address numerical integration of the above FE model under high refinement (hundreds of
elements). In our proposed semi-implicit scheme, the structural part is integrated implicitly adapting [1], and
the hysteresis part is integrated explicitly while accounting for pointwise within-step rate reversals in the local
curvature that drives the hysteretic response. For high nh or low overall damping, numerical convergence is
almost quadratic. For 0.5 < nh < 1 and somewhat larger damping, convergence is approximately linear.
Next, we address modal projection in a refined FE model. Even after modal reduction, there remain very many
hysteretic states to be integrated explicitly. Using initial simulation results we identify a subset of hysteretic
states that can represent the overall hysteretic behavior. This leads to further model order reduction.
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Figure 1: Accuracy of the algorithm and the reduced order model. γh is the damping strength, included within matrix A of Eq. (1).

In Fig. (1(a)), we see nearly quadratic convergence for nh = 1.5 in an FE model with 30 elements and 3
hysteresis Gauss points in each element. Model order reduction results, starting from a 150 element model, can
be seen in a tip displacement plot in Fig. (1(b)).
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Abstract. Exploiting oscillatory forces is one of the most efficient ways to alter friction forces. Several studies on the 

influence of external vibrations on friction have been conducted investigating the effect of in- and out-of-plane oscillations. 

These studies consider loads of high-frequency, while a clear statement as to what is considered high-frequency is still missing. 

The common method of analysis for high-frequency is the method of direct separation of motion (MDMS). However, when 

studying the effect of a general sinusoidal excitation on friction using the MDMS, the analytical solutions become cumbersome 

or impossible to obtain. Therefore, this study aims to show that, for both linear and nonlinear systems, a general relation of the 

effect of excitation on friction, regardless of the frequency range, can be obtained by utilizing the frequency response curve. 
 

Introduction 
 

The fact that friction forces can be significantly reduced by applying vibrations has been known since at least 

the 1950s. For the first 2-3 decades, the evidence collected was mostly experimental. Friedman and Levesque 

[1], and later on Tolstoi [2] showed experimentally that friction is altered under the effect of vibration. 

However, all the results seemed to be strongly dependent on the characteristics of each test rig. Thus, no general 

law explaining the observed behaviour was identified. Since then, several experimental and theoretical studies 

have been conducted. Some of these theoretical studies include the research conducted by Thomsen [3] and 

Hoffmann [4], where the Method of Direct Separation of Motion was used. In all the existing works, however, 

the effect of the external load on friction has been studied with an emphasis on high-frequency harmonic loads, 

while a clear statement as to what is considered high-frequency is still missing.  
 

Results and discussion 
 

This study aims to show that a general relation, regardless of the frequency range, accounting for the induced 

effect of excitation on friction, can be easily obtained by utilizing the frequency response function of the linear 

dynamic system. Besides the study of linear systems, this work also presents the effect of excitation on friction 

for some nonlinear systems. To solve the case of a nonlinear system, the harmonic balance method will be 

used. The proposed method will be applied to a classical mass-spring-dashpot system on a moving belt. First, 

the Amontons-Coulomb friction law will be studied, considering the sliding regime only, for which the system 

becomes linear. For this system, the frequency response function, used then to obtain the effect of excitation 

on friction, can be easily found, Figure 1. For the nonlinear case, two problems will be studied. In the first one, 

a harmonically excited Duffing oscillator will be investigated, where the nonlinearity is present in the stiffness 

term. In the second problem, the Stribeck law will be considered, where the nonlinearity is present in the 

damping term. Stribeck law is characterized by a force-velocity curve with a negative slope at low velocities 

which corresponds to negative damping. Thus, self-excited oscillations might occur which further complicate 

the process of obtaining the frequency response function. Lastly, a link between the obtained results and the 

stick-slip analysis of a mass on the belt system will be presented. 
 

 
Figure 1: Frequency response function 𝐶 vs excitation intensity 𝛼Ω (left) and the corresponding effective friction �̅�(𝑣𝑟) vs 

relative velocity 𝑣𝑟 (right) where 𝛼 is the amplitude, Ω the frequency of excitation and 𝜃 a phase shift 
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Abstract. In this work, singular perturbation theory is exploited to obtain a reduced order model of a slow-fast piecewise
linear 2-DOF oscillator subjected to harmonic excitation. The nonsmoothness of piecewise linear nature is studied in the
case of bilinear damping as well as with bilinear stiffness characteristics. We propose a continuous matching of the locally
invariant slow manifolds obtained in each subregion of the state space, which yields a 1-DOF reduced order model of the
same nature as the full dynamics. The frequency response curves obtained from the full system and the reduced models
show that the proposed reduction method can capture nonlinear behaviors such as super- and subharmonic resonances.

Introduction

Invariant manifolds play a major role in understanding the behavior of nonlinear dynamical systems. Among
their properties, such manifolds can be used to obtain a reduced dynamics capturing the main features of
the original system. The existing methods to find these manifolds often require smoothness properties of
the system. A typical example is the theory of singular perturbations, where the reduction to a smooth slow
manifold yields a reduced order model describing the slow dynamics of the original system. However, this
theory cannot be applied on systems containing nonsmooth nonlinearities without suitable extension to take
the nonsmoothness into account. A prominent class of nonsmooth systems consists in mechanical models with
PWL nonlinearities, which may arise due to several effects such as damage or clearance [1]. In this work, the
approach proposed in [2] for the use of singular perturbation theory on slow-fast PWL systems is extended
from the autonomous configuration in R3 to nonautonomous two degrees of freedom slow-fast oscillators.
Motivated by the quarter car model with bilinear damping characteristics [3], two examples of slow-fast PWL
oscillators subjected to a harmonic excitation are used to illustrate the reduction in the case of bilinear damping
and bilinear stiffness.
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Figure 1: Model and frequency response curve of a 2-DOF slow-fast forced oscillator with PWL stiffness.

Results and discussion

In this contribution, a continuous matching of the locally invariant slow manifolds of a slow-fast forced system
with piecewise linear nonlinearities is proposed. It was observed that the resulting reduced dynamics is able to
approximate the behavior of the full system with high accuracy for a frequency range around the main harmonic.
Due to the convergence property, the PWL system in the case of bilinear damping admits frequency-response
curves (FRC) similar to a linear system, which were approximated with high fidelity by the proposed approach.
For a similar PWL slow-fast oscillator with bilinear stiffness instead of damping, the system behavior becomes
more complex due to the loss of the convergence property and the existence of nonlinear phenomena, such as
super- and subharmonic resonances, becomes possible. These nonlinear resonances were accurately captured
by the proposed reduction approach for the frequency range around the main resonance.
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Abstract. In recent years, a variety of new metrics to analyze dynamical systems emerged. One of them is a metric called 

time-dependent stability margin, introduced for the first time in [1]. It is used for systems with coexisting stable attractors. The 

metric evaluates the stability of the system along the periodic orbit, indicating its reliability and resistance to perturbations. In 

this paper, the time-dependent stability margin is applied to investigate the real-world, discontinuous, and piece-wise 

mechanical system with impacts. Numerical results show that the periodic orbit vulnerability to perturbations is increased in 

close vicinity to the particular impact events. It may induce implications because after time impacts wear the system causing 

plastic deformation or backlash in the mechanisms. Consequently, it may lead to perturbation sufficient enough to change the 

attractor.  
 

Introduction 
 

Multi-stable systems are commonly known in mechanical engineering, mathematical biology, fluid dynamics, 

control engineering, and others. Over the years, a variety of techniques to analyze such systems were 

developed. Among others, we can distinguish basin stability metrics, basin entropy, survivability, and time-

dependent stability margin.  

The time-dependent stability margin [1] is a method designed to examine the stability of the system along the 

periodic orbit. In multi-stable mechanical systems due to coexisting attractors, we can experience a sudden 

change in dynamical response. The phenomena may be severe for the system as it can trigger undesired 

behavior. It can also be used to facilitate control over the system. The cost of control can be minimized by 

applying the impulse at the appropriate time when the stability margin of the current attractor is the smallest. 

Therefore, such analysis can provide significant advantages when a mechanical system and its control are 

designed. 

In order to test the usefulness of the metric in real-world applications, we perform a time-dependent stability 

analysis of the novel-yoke-bell clapper system (Figure 1a) with variable geometry. The system is piece-wise 

due to the nature of excitation and discontinuous due to impacts between the bell and the clapper. The 

mathematical model of the system was experimentally validated in [2]. 
 

 
Figure 1: a) Schematic view of the considered system b) Basin of attraction c) Evolution of the stability margin along the attractor 

with four impacts per period of motion. 
 

Results and discussion 
 

Detailed information considering how the metric is calculated is described in [1]. Figure 1b shows two 

coexisting attractors (two and four impacts per one period of motion) in phase space, where 𝜙1 is the angular 

displacement of the bell and 𝜙2 is the angular displacement of the clapper. The stability margin along the 

attractor with four impacts per period of motion is presented in figure 1c. The metric indicates parts of the orbit 

that are the most prone to perturbations. In this case, it is in close vicinity to the first and third impact event. 

On the other hand, the safety margin is the biggest before the second and fourth impact.  

After time, impacts wear the structure causing plastic deformation or backlash in the mechanism. As a 

consequence, the trajectory of the bell or the clapper may be changed and a disturbance may be introduced to 

the system possibly leading to a sudden change of attractor. This study shows the practical application of the 

novel tool for the analysis of multi-stable systems. It allows for further investigations considering the control 

of the system (by means of the desired transition between attractors) or optimization for robustness and safety. 
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Abstract. We analyze global properties of chaotic scattering such as the escape time distribution and the decay law of the 
Hénon-Heiles system in the context of special relativity. Our results show a scaling law between the exponent of the decay 
law and the β factor is uncovered where a quadratic fitting between them is found. Besides, we study on how time dilation 
occurs within the scattering region by measuring the time with a clock attached to the particle observing that the several events 
of time dilation that the particle undergoes exhibit sensitivity to the initial conditions. Finally, we apply these results in the 
scattering in three-body problem in relativistic regime. 
 

Introduction 
 

Chaotic scattering is a very relevant topic in nonlinear dynamics. Its applications are rooted in numerous fields 
of physics. There has been little research regarding the influence of the relativistic corrections in chaotic 
scattering problems. In particular, the global properties of the scattering system as, for example, the escape 
time distribution and the decay law of the particles, have not been much investigated as in the Newtonian case. 
Here, it is also studied some relevant characteristics of the exit basin topology of the relativistic Hénon-Heiles 
system: the uncertainty dimension, the Wada property, and the basin entropy. We also extend the previous 
results to systems where the gravitational interactions are not negligible once the relevance of the special 
relativity corrections in the context of chaotic scattering has been highlighted. For this purpose, a simple model 
which is related to the three-body problem, called the Sitnikov problem is used.  
 
 Results and discussion 
 
Firstly, the results show that the average escape time decreases with increasing values of the relativistic factor 
β. The survival probability of the particles in the scattering region is also studied, uncovering an explicit scaling 
law between the exponent of the decay law and the β factor [1, 2]. On the other hand, we have used the post-
Newtonian approximation for the relativistic Sitnikov problem. The influence of the gravitational radius λ of 
the primaries in the context of the chaotic scattering phenomena has been considered. Now, the metamorphosis 
of the KAM islands for which the escape regions change insofar λ increases is shown. Later, the 
unpredictability of the final state of the system when the gravitational radius changes is highlighted [3].  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1: Fractal dimensions of the escape time functions for the cases of inertial (blue) and comoving (red) with the particle frames 
showing they are relativistic invariants. Green points denote the values of the fractal dimension according to exits. 
 
Finally, in the study of the time dilation by measuring the time with a clock attached to the particle, we observe 
that the several events of time dilation that the particle undergoes exhibit sensitivity to the initial conditions. 
However, the structure of the singularities appearing in the escape time function remains invariant under 
coordinate transformations [4] as shown in Fig. 1 where the values of the fractal dimensions are depicted.  
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Abstract. Echo State Network(ESN) has a simple structure and can achieve excellent forecasting effect. In this paper,
we will delve into the nonlinear prediction ability of echo state network, analyze the structure and principle of it, then
propose a new multi-reservoir echo state network prediction model based on the output mode. Finally, the model is tested
with different dimensions by Mackey-Glass and Lorenz chaotic systems. After verification, it is found that the proposed
multi-reservoir echo state network can accurately predict longer.

Introduction

ESN has feedback connections between neurons and has rich dynamic properties, so it can store partial infor-
mation and has the property of instant memory. It consists of three parts: input, hidden layer and output, and the
most important and only trainable part of ESN is the output weight[2]. Among it, randomly and sparsely con-
nected neurons make up the hidden layer of the ESN[1]. Thus, the input is represented by a high-dimensional,
non-linear representation. The ESN improves the inherent shortcomings of the recurrent neural network, and
has wide application in time series prediction, pattern recognition, image processing, signal processing and so
on.
In recent years, ESN has been applied to various fields, among which series prediction is more widely used.
Zhou et al. proposed an adaptive flow prediction method reservoir based on ESN[4]. Sun et al. used the ESN
model to predict stock price[5]. Hu et al. proposed a modified optimization model of bagged ESN based on
differential evolution algorithm to estimate energy consumption[6].
From above descriptions, it can be seen that the echo state network is used in sequence prediction in various
fields. But researchers mostly focus on optimizing the single-layer echo state network, and use different op-
timization algorithms to achieve better prediction results. Generally speaking, the larger the number of nodes
in the neural network, the more complex the system can be expressed. However, If the number of neurons
in the only reservoir is increased, the network will be over-fitted. Therefore we found adding multiple reser-
voirs to the echo state network can increase network complexity while preventing overfitting. Inspired by this,
we propose a Multi-reservoir echo state network(MESN) based on the fully connected output mode. Subse-
quently, the model is used to nonlinearity predict chaotic systems of different dimensions, through simulation
and comparative experiments, to explore more significance of MESN.

Results and discusion

In this article, we constructed a new multi-reservoir echo state network to forecast multidimensional nonlinear
time series. Besides, in order to avoid the disappearance of input, we add input to each reservoir by merging ma-
trices. Then we use the complicated one-dimensional MackeyGlass t17 and three-dimensional Lorenz chaotic
system to conduct experiments respectively. The comprehensive results show that increasing the reservoir can
increase the prediction effect to a certain extent, but it is not infinite.
Besides, no matter how much the number of layers and the reservoir are increased, the network runs very
fast. Therefore, the ESN with multiple reservoir still has great advantages in structure and time. In addition to
nonlinear time series prediction, ESN is also used in artificial intelligence, brain like computing and so on, it
needs more and further research.
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Abstract. In order to verify the very complex dynamics of temporarily constrained mechanical vibrations, a model of
an elastic double pendulum of variable length with friction and a counterweight mass is introduced. The system has no
physical restrictions in the form of stationary motion stops or even springs or dampers at the boundaries, constituting a
dynamically unstable 4-DoF system with kinematic excitation. A series of numerical experiments based on the observation
of time trajectories, bifurcation diagrams, Lyapunov exponents and the Kaplan-Yorke dimension have been computed.
The bifurcation diagrams and parametric plots of the first Lyapunov exponent show that for some region of projection of
Poincaré maps on a selected dimension, the system oscillates chaotically and mainly quasi-periodically in a very wide
range of the control parameter of the bifurcation diagram.

Introduction

Mathematical model of the dynamical system shown in Fig. 1 is derived and simulated, where all forces and
dimensions are indicated with respect to the origin O. It has two mechanisms of energy absorption: in the
sliding friction with a temporary constraints at stick phases of the pulleys (green rings) and in the damper c.

(a) A physical model of the temporarily constrained
dynamical system. The rotating two-pulley suspension
of the system includes a parallel spring-damper cou-
pling between the two bodies m1 and m2. Point O1

is fixed, while O2 oscillates harmonically on the line
(O,X); the lengths l1(t) and l2(t) and the angles of
rotation φ1(t) and φ2(t) are elements of the state vec-
tor. (b) Bifurcation diagram l1(ω) and the first λ-exponent.

Figure 1: Free-body diagram of the 4-DoF mechanical system (a); selected results of dynamical analysis (b)

Results and discussion

After a review of the potential fields of applications conducted in [1], a double spring pendulum has been added
on the opposite side of the counter mass M . The dynamic response of this part together with the response of the
whole system, consisting of three bodies, i.e. the counterweight mass M and the masses of the right-hand side
pendulums m1 and m2, connected by a non-stretchable string suspended on pulleys, constitute the existence
of dynamic instability. As a result, after conducting a dynamic analysis in a wide spectrum of changes in
one of the parameters of the kinematic excitation function (see Fig. 1a), as well as observing Poincaré maps
and time histories in a very long interval of time (up to duration of 10000 periods of the sinusoidal kinematic
excitation), it can be concluded that the related dynamics of the motion of these bodies is mostly quasi-periodic
(see Fig. 1b) On the basis of the observed bifurcations of solutions, the dynamical system under study with
engineering applications states a generator of quasi-periodic solutions represented sets of points of Poincaré
maps creating closed curves.
Funding: This research was funded by Narodowe Centrum Nauki grant number 2019/35/B/ST8/00980 Poland.
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Abstract. This paper applies rolling windows to generate time-varying data series of selected chaos measures (i.e. Hurst 
exponent, maximum Lyapunov exponent, Lyapunov sum and sample entropy). The series are analysed to elaborate on time-
varying underlying data generating process (DGP) characteristics and dynamic chaos (in)stability of the original data. 
Furthermore, the denoted chaos measure series are combined into a multifactor model to propose an explicative rationale for 
the original data set’s inherent factor composition. The rolling windows are applied to cascadic (level 12) Haar-wavelet filtered 
daily S&P500 logarithmic returns (2000-2020), which have been shown to consist of a mixture between (hyperchaotic) 
deterministic and stochastic chaos. The chaos measure series are analysed by a nonlinear analysis framework, which allows 
the extraction of the underlying characteristics of the empirical DGP of nonlinear time-series. 
 

Introduction 
 

This paper represents the finale of a larger research study, encompassing five publications. Initially, a 
mathematical literature review with citation network analysis about financial and risk modelling has been 
conducted (see [1]). It analyses over 800 mathematical models, states the non-existence of a “single-best” 
approach and proposes nonlinear models to perform better. Thereinafter, another literature review (~160k 
papers) about nonlinear dynamics and financial chaos has been deduced to elaborate on the reasons for 
nonlinear models to outperform (see [2]). During the course of the analysis, a 40-year-old debate in nonlinear 
dynamics and financial chaos has been rendered visible, namely, whether the empirical underlying DGP of a 
given time-series follows stochastic or chaotic dynamics and how these dynamics are safely quantifiable and 
distinguishable. Following these insights, a novel framework built upon the given literature has been created, 
allowing the save quantification of the empirical DGP of any nonlinear time-series (see [3,4]), simultaneously 
showing the denoised daily S&P500 logarithmic return series (2000-2020) to be a mixture of (hyper)chaotic 
versus stochastic dynamics, which drastically diminishes forecasting potentials (see [3]). Building on these 
insights, the bridge between these hyperchaotic dynamics, multifractals, momentum trading, efficient markets 
and scaling laws has been elucidated via rolling windows and time-varying Hurst exponents (see [4]).  
To provide more background, a dissipative chaotic system will deflate onto its own (strange) attractor, which, 
if intersected with Poincaré sections, results in fractal sets. Those fractal sets are described via scaling laws. 
Following Berghorn [5] states that financial data follows (multi)fractal scaling laws, namely, trend inducing 
mechanics, which in fact cause the momentum effect. Subsequently, due to the application of rolling windows 
to determine time-varying Hurst exponents, the total invalidity of the efficient market hypothesis and an 
explication for momentum crashes, namely, the vanishing of said (multi)fractal trends during crises periods, is 
shown [4]. Now, if the (rolling window) Hurst exponents interpreted as a fractal trending measure are valuable 
and are able to show structural instabilities of a chaotic system, other chaos measures, may potentially be also 
yielding explicative powers. Thus, the time-varying series via rolling windows of other chaos measures such 
as Lyapunov exponents are derived and analysed within this study. 
 

Results and Discussion 
 

The time-varying chaos measures under analysis each reveal complex underlying (non-chaotic) dynamics of 
their own, differing from the underlying original data. Following the nonlinear framework, each series can be 
quantified and the empirical DGPs properly specified. Moreover, dynamical breaks or shifts (i.e. chaos 
instabilities) between conservative and dissipative system characteristics during (financial) crises periods can 
be stated. A combination of these chaos measure series in a multifactor model yields notable explicable power 
in terms of the composition of the S&P500 return series stating a novel way of elucidating the underlying 
functioning of financial markets data and potential crisis predictability. 
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Abstract. In this work a 2D model of a vibratory conveying system is presented. This simulation model allows to
understand previously unexplained phenomena as multiple feeding velocities at the same operation point which were
observed in practical measurements. The parameters which have an influence on this effect are studied and a method is
developed how to predict and adjust the occurrence of multiple solutions. It is shown that this effect makes the calibration
of the conveyor difficult in practice. Furthermore, it is proven that the system may show chaotic behavior in some
configurations. These chaotic states in the simulation model are also shown with parameter studies and different methods
are applied to predict the point at which the system becomes chaotic. Therefore, this work provides a deeper understanding
of complex conveying processes using a simple simulation model.

Introduction

In modern conveying processes, the efficiency of conveyor systems is becoming increasingly important. This
is caused by advancing customer requirements and enormous competitive pressure. Therefore, one has to
understand the feeding process more and more deeply which is why a simplified simulation model is created.
A main component of a simulation model of a feeding process is the contact model which is developed in
[1]. For a detailed resolution of the contact process it is modeled as continuous process in contrast to the
bouncing ball problem in [2]. Next, this vertical contact model is extended to horizontal direction which
enables a representation of a feeding process. From the analysis in [2] it is known that the bouncing ball may
show chaotic behavior. Therefore, this chaotic behavior [3] in vertical direction is coupled with the horizontal
direction wherefore the 2D simulation model may show such chaotic behavior, too.
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Figure 1: Multiple solutions of feeding velocity by varying initial conditions at certain operation points

Results and discussion

In Fig. 1 the results of the simulation of the conveying process are illustrated. The interesting variable is
the mean feeding velocity in x-direction in a steady state motion. For different acceleration amplitudes of the
conveyor, the initial position z0 of the point mass is slightly varied. The results in Fig. 1 can be divided in 3
domains. In the first domain (â < 29m/s²), the mean feeding velocity is independent from the initial position
z0. In the second domain between â = 29m/s² and â = 50m/s², two stationary motions depending on z0
appear. Therefore, a critical initial position z0 exists which is responsible for the respective stationary motion.
In the third domain (â > 50m/s²), we observe a fully chaotic behavior with sensitive dependence on z0.
The chaotic behavior in the third domain is proven by computing Ljapunov exponent for continuous dynamical
systems. A further method to visualize the chaotic behavior is to assess the curves in the phase space ẋ(t)
over x(t). This shows non-closed contours if the system is in a chaotic state. Furthermore, the trajectories
in the phase space are assessed with fractal dimensions which can be used as indicators for chaotic behavior,
too. However, knowledge of the domains with multiple solutions and chaotic states can be used to adjust the
conveyor. The verification of the statements may also be carried out in practice, which is part of future work.
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Abstract. Many natural systems show emergent phenomena at different scales, leading to scaling regimes with 
signatures of chaos at large scales and an apparently random behavior at small scales. These features are usually 
investigated quantitatively by studying the properties of the underlying attractor. This multi-scale nature of natural 
systems makes it practically impossible to get a clear picture of the attracting set as it spans over a wide range of spatial 
scales and may even change in time due to non-stationary forcing. Here we present a review of some recent 
advancements in characterizing the number of degrees of freedom and the predictability horizon of complex systems 
showing non-hyperbolic chaos, randomness, state-dependent persistence and predictability. We compare classical 
approaches, based on Lyapunov exponents and correlation dimension, with novel frameworks based on combining 
adaptive decomposition methods with concepts from extreme value theory. 

Introduction 

Complex systems are made of different nonlinearly interacting intrinsic and extrinsic components resulting 
in various positive and negative feedbacks that can lead to the emergence of unpredictable temporal 
dynamics, or the ability of systems to spontaneously form temporal, spatial, or spatiotemporal patterns. Since 
1960s complex systems have been studied in the framework of dissipative dynamical systems with the 
development of measures to quantify the topology of the state-space trajectories [1] and in revising some 
earlier concepts on their forecast horizon [2]. A one-parametric family of measures, the so-called generalized 
fractal dimensions, has been proposed based on a coarse-grained invariant measure linking the geometric 
properties of the state-space trajectories to the statistics of the dynamical scaling properties [3]. However, for 
systems exhibiting heterogeneous state-space structure or even non-stationarity, it would be useful to track 
the instantaneous number of degrees of freedoms, which are closely related to the predictability of the 
system and its associated recurrence characteristics [4]. The purpose of this study is to thoroughly extend an 
existing formalism of multi-scale measures [5] to characterize the instantaneous scale-dependent properties 
of complex systems by combining time series decomposition methods with concepts from extreme value 
theory that are related to the instantaneous number of degrees of freedom of the observed dynamics [6].  

Results and discussion 

Our results show that the newly introduced formalism, based on instantaneous scale-dependent dimensions, 
allows us to discern two properties that are inaccessible by previous global or scale-dependent analysis, 
namely the existence of different scale-dependent source processes (as the presence of noise or a dominant 
scale) and the structural stability of fixed points. Our study indicates that when considering different scales, 
the concept of a single universal attractor should be revised. Indeed, we have shown that a new structure of 
attractors, whose properties evolve in time, space and scale, is discovered by looking for fixed points and 
following their evolution from small to large scale and vice versa. Thus, the geometric structure of the 
attractor is gradually deformed and depends on the scale at which we are investigating the respective system. 
The main novelty introduced in this study is a powerful method to identify the existence of processes of 
different origin by looking at the spatial distribution of fractal dimensions across the full phase-space 
trajectories at different timescales. Our formalism also demonstrated the failure of the concept of universality 
of turbulent attractors since their properties depend on the scale we are focusing on. Given the changing 
nature of such attractors in time and scales we introduced the novel concept of chameleon attractors [7]. 
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Abstract. We consider a memristive circuit consisting of a locally-active current-controlled memristor, a compensation
inductor and a bias resistor, which is modeled by a three-parameter two-dimensional system of ordinary differential
equations. The system presents periodic oscillations, which arise at a Hopf bifurcation. We show that these oscillations
evolve into a homoclinic orbit, in a Bogdanov-Takens bifurcation type scenario. By adding a small time-periodic excitation
to the circuit, we obtain complex dynamical behavior, such as quasi-periodic and chaotic oscillations.

Introduction

The memristor, a nonlinear resistor with memory, is considered the fourth fundamental circuit element, besides
resistor, capacitor and inductor. It was theoretically proposed in 1971 by Leon Chua [1] and its physical re-
alization was possible only in 2007 [2]. Since then, the memristor attracts much interest from the academia
and industry, due to its potential applications in several technological areas, like the construction of nonvolatile
memories, logic operation circuits, artificial neural networks and chaotic oscillations [3]. Complex behav-
ior arising in memristive systems can be generated by the locally-active characteristics of memristors [4]. At
present, there are some researches on locally-active memristors and its interaction with other fundamental cir-
cuit elements [4, 5], but there is a lack of research on the mechanism creation of periodic and chaotic oscillations
caused by them. We propose a new mechanism to obtain such a complex behaviors in memristive systems.

Results and discussion

We consider the periodic oscillator memristive circuit proposed in [5], consisting of three elements: a locally-
active current-controlled memristor, a compensation inductor and a bias resistor. The circuit is modeled by the
following system of ordinary differential equations

ẋ = 250[2x− x2 − 2x3 + x4 + (5.4− 2.8x)y], ẏ =
1

L
[(S − y)R+ 1.5(x− 0.5)y] . (1)

where L, S and R are control parameters, x and y are state variables, which are proportional to the internal state
of memristor and to the current in the circuit, respectively. The dynamics of system (1) was studied in [5], where
the authors shown the occurrence of periodic oscillations, arising at a Hopf bifurcation, when the parameter L
is varied. Then, they added a capacitor to the circuit, generating another state equation in system (1), in order
to obtain a chaotic three-dimensional system [5]. In this work, we show that the periodic oscillations of system
(1) tend to a homoclinic orbit, showing a Bogdanov-Takens bifurcation type scenario (see Fig. 1).

Figure 1: Bogdanov-Takens bifurcation scenario of the solutions of system (1) obtained varying the parameter L.

In order to obtain complex behavior, such as quasi-periodic, canards and chaotic oscillations, we add into
system (1) a small external time-periodic excitation of the form f(A,ω, t) = A cos(ωt), obtaining a non-
autonomous time-periodic system. With this procedure, we show that chaotic dynamics can be obtained in a
memristive circuit with a locally-active memristor through the input of a periodic stimulus, instead of adding
a new element to the circuit, which grows the dimension of the related differential system, as is often made
in literature [5]. As far as we know, and also after a Google search, it is the first time that Bogdanov-Takens
bifurcation and its time-periodic perturbation are considered in the study of memristive circuits and systems as
a mechanism to generate complex dynamical behavior.
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Abstract. In this work, the chaotic behaviour of the mechanistic turbulence model is examined for free vibrations and
harmonic excitations. The multi-degree-of-freedom oscillator is investigated with different numbers of nonlinear springs,
and the Lyapunov exponents of the system are calculated in order to determine whether it is chaotic.

Introduction

The mechanistic model of turbulence consists of a binary tree of spring connected masses, with dampers be-
tween its last two levels, as shown in Figure 1. The model with only linear springs was found to be capable of
producing similar energy spectra to the Kolmogorov spectrum found in 3D homogeneous turbulence [1].
Using nonlinear springs at the bottom level provides
a mechanism for targeted energy transfer [2], which
efficiently dissipates the energy of the system [3]. A
version of the model with nonlinear energy sinks at
the last level exhibited a strong dependence on the ini-
tial conditions of the system [4]. However, this sensi-
tive behaviour was not yet quantified with Lyapunov
exponents, thus the chaoticness of the system was not
determined.

Figure 1: Mechanistic turbulence model with 6 levels
Results and discussion

The system is considered with different number of levels containing nonlinear springs, both with free vibrations
and A cos(ωt) harmonic forcing of the largest mass. Figure 2 shows the average energy fraction of the system
for different ω values. It is expected that chaotic behaviour can be found in the regions where the energy of
the last (j = 6) level is significant [5]. The Lyapunov exponents are numerically calculated using the method
described by Argyris et al. [6], the sign of the largest exponent determines if the motion is chaotic. Preliminary
results indicate that with harmonic excitation in the chaotic band, and one or two nonlinear levels, the largest
Lyapunov exponent is λ1 ≈ 0, which means that the system is close to chaotic behaviour.
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Figure 2: Average energy fraction of the system as a function of ω for (a) 1 nonlinear level, A = 1 and for (b) 2 nonlinear levels,
A = 15
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Abstract. This paper addresses the reliability analysis of a dynamic system attractor, provided its dynamic integrity measure 

has been previously assessed in terms of a parameter for which the probability density function is known. The probability that 

the dynamic integrity measure should be equal or larger than a prescribed safe reference value, for the attractor to be considered 

“reliable”, is determined by a simple procedure. Application to an illustrative example is addressed. It is expected that such a 

simplified reliability analysis may be useful to improve current structural engineering design practices. 
 

Introduction 
 

Although the ideas discussed herewith may be applied to dynamical systems in general, the structural stability 

case is focused. The proposed concept of dynamic integrity [1,2] applied to buckling analysis has meaningfully 

improved the definition of a safe load. In fact, it is already well established that the threshold defined by the 

critical load of the so-called ‘perfect’ system (let’s call it Euler’s load) may be unsafe due to its potential 

imperfection sensitivity, resorting instead to a lower value (let’s call it Koiter’s load). Nevertheless, even this 

load may not be an adequate estimate of the safe load, since the associated attractor may have a small or even 

fractal basin of attraction, so that an even lower value (let’s call it Thompson’s load) should be considered for 

adequate engineering design. A dynamic integrity measure (e.g., 𝐺𝐼𝑀, 𝐿𝐼𝑀 or 𝐼𝐹) [1,2], to which we will 

generically refer to as 𝐼, seems to be a convenient way to define a safe design load, provided a minimum 

reference value (𝐼𝑟𝑒𝑓) is established. Yet, it is still missing in the state of the art of engineering practice a 

meaningful reliability measure, such as the probability that the dynamic integrity measure should be equal or 

larger than that prescribed safe reference value. This is what this paper intends to address.  

 

Methodology 
 

A methodology is proposed considering that the Dover Cliff profile [1] for the dynamic integrity measure 𝐼 

has been characterised as a function of a system control parameter 𝐴 (for example, the load in a buckling 

analysis), according to 𝐼(𝐴), so that 𝑡𝑎𝑛𝛼 = −
𝑑𝐼

𝑑𝐴
 is the local slope of the Dover Cliff profile. Supposing that 

the parameter 𝐴 is a Gaussian random variable, with a standard deviation 𝜎𝐴 about the expected value �̅�, it is 

assumed that the output integrity measure will also be a Gaussian random variable with a local standard 

deviation 𝜎𝐼 = 𝜎𝐴 𝑡𝑎𝑛𝛼 about the expected value 𝐼.̅ Hence, for every point (�̅�, 𝐼)̅ of the Dover Cliff profile, it 

can be defined the cut-off region for which the integrity measure complies with 𝐼 ≥ 𝐼𝑟𝑒𝑓, provided 𝐴 ≤ 𝐴𝑟𝑒𝑓, 

leading to the probability assigned for safety. For the sake of an illustration, this methodology is applied to the 

Dover Cliff profile of the archetypal model discussed in [3], with 𝐼 = 𝐺𝐼𝑀 and 𝐴 = 𝑝, in which 𝑡𝑎𝑛𝛼 ≅ 2.5 

for the Thompson’s load 𝑝𝑇 ≅ 0.245  and 𝐺𝐼𝑀𝑇 ≅ 0.100, as shown in Fig.1. Assuming, for the sake of an 

example, a standard deviation  𝜎𝐴 = 0.040, the estimated output standard deviation would be 𝜎𝐼 = 0.100, 

leading to a probability of 31.73% for 𝐺𝐼𝑀 ≥ 𝐺𝐼𝑀𝑇 + 𝜎𝐼 = 0.200 if 𝑝 ≤ 𝑝𝑇 + 𝜎𝐴 = 0.285; a probability of 

50% for 𝐺𝐼𝑀 ≥ 𝐺𝐼𝑀𝑇 = 0.100 if 𝑝 ≤ 𝑝𝑇 = 0.245; and a probability of 68.27% for 𝐺𝐼𝑀 ≥ 𝐺𝐼𝑀𝑇 − 𝜎𝐼 =
0.000 if 𝑝 ≤ 𝑝𝑇 − 𝜎𝐴 = 0.205. These results could be used to decide whether the choices of 𝐺𝐼𝑀𝑇 ≅ 0.100, 

and henceforth 𝑝𝑇  ≅ 0.245, were good enough for a safe engineering design. 

 
Figure 1: Dover Cliff profile extracted from Fig.8 of [3]. 
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Abstract. In this work the problem of stochastic basins of attraction for uncertain initial conditions and deterministic time 

evolution is addressed. It is shown how it is possible to determine the stochastic basins based on the sole knowledge of the 

deterministic basins of attraction, and the probability density function of the random initial conditions. The main results are 

illustrated with a paradigmatic example, the Helmholtz oscillator. 
 

Introduction 
 

The effects of uncertainties over global dynamic structures, such as attractors, basins, and manifolds, are 

difficult to address. Depending on the nondeterminism in the underlying dynamics, new definitions must be 

formulated, and the computational difficulty requires specialized algorithms [1]. Previous stochastic basin’s 

definitions are adequate for parameter uncertainty and noise. Still, uncertain initial conditions had been only 

addressed through integrity measures [2], with the dynamics formulated deterministically. 

To consider uncertain initial conditions in a probabilistic framework, it is assumed that the set of initial 

conditions 𝒙0 has a distribution 𝑝(𝒙0, 𝒙, 𝜎), where 𝜎 controls the uncertainty level and 𝒙 is a possible practical 

realization of the nominal initial condition 𝒙0, and that the time evolution is deterministic. Let 𝐴 be an attractor 

of the associated deterministic system, and 𝐵𝐴 its deterministic basins of attraction. The stochastic basin of 

attraction is defined as the function 𝑔𝐴(𝒙0, 𝜎) ∈ [0,1] that gives the probability that 𝒙0 converge towards the 

attractor A. As an immediate consequence of this definition, we have that 

𝑔𝐴(𝒙0, 𝜎) = ∫ 𝑝(𝒙0, 𝒙, 𝜎)𝑑𝒙𝐵𝐴
. (1) 

It is worth to note that this property allows the use of image filtering techniques. Assuming that 𝑝(𝒙0, 𝒙, 𝜎) is 

known, the computation starts from the determination of 𝐵𝐴 through classical discretization methods (grid of 

starts, cell-mappings, Ulam method, …), and then 𝑔𝐴(𝒙0, 𝜎) is computed by (1) appositely discretized. 
 

Results and discussion 
 

Initially, the new basin definition is applied to the Helmholtz equation [3],  

�̈� + 𝛿�̇� + 𝛼𝑥 + 𝛽𝑥2 = 𝜆 sin(𝜔𝑡). (2) 

with initial conditions uniformly distributed over a cell square of dimension s (in pixels). The deterministic 

basin is obtained through a discretization of the phase-space window 𝑥 ∈ [−0.8; 1.8] and �̇� ∈ [−1; 1] into 

720x720 cells. Then, a box blur of pixel length s is applied. For increasing s levels, the results show a crescent 

fuzziness, initially concentrated in the basin boundaries and then spreading over the entire phase-space. Fractal 

boundaries are more susceptible to uncertainty, becoming fuzzy for lower s levels in comparison to robust 

regions. As expected, the fuzziness of the stochastic basins of attraction increases by increasing the uncertainty 

of initial conditions, and the “almost sure” basin 𝑔𝐴(𝒙0, 𝜎) = 1 rapidly shrinks. 
 

 
 

Figure 1: Stochastic basins of attraction for increasing stochastic spreadness 𝑠. Resonant attractor. 𝛼 = −1, 𝜆 = 0.07. 
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Abstract. Several dynamic behaviors exhibited in a representative model of a Petrobras offshore oil production plant
were studied, considering both, open-loop operation and closed-loop operation when using a feedback PI control scheme.
The present work evaluated three different SISO control scenarios taking into account three controlled variables in order
to determine the suppression effect of the oscillatory dynamic behavior raised due to the slugging flow phenomenon. It
was observed that in the PI anti-slug control scheme when the pressure at the top of the riser was considered the controlled
variable, the dynamics exhibited chaotic oscillations as a function of the PI tuning parameters. The chaotic behavior was
characterized and it was determined the control scenarios and tuning conditions that favor the appearance or impression
of complex dynamics behaviors.

Introduction

Frequently, floating facilities used for offshore oil and gas production consist of tubing-pipeline-riser systems.
Despite this production technology being widely used, it has been observed these production systems are sus-
ceptible to exhibiting slugging, a common and undesirable multiphasic flow pattern phenomenon that causes
periodic blockage of gas flow due to a large liquid slug accumulation through the riser and pipeline section.
These slugging flow instabilities can generate harmful operating conditions leading to process safety losses,
process production drop, and even plant shutdown [1].
Several approaches have been developed in order to avoid or remediate problems in pipeline-riser systems due to
the slugging phenomenon, including automatic control strategies aimed to change the operating condition that
favors the arise of the slugging flow. It is worth mentioning that the major part of slugging behaviors observed
in industrial-scale processes and the corresponding phenomenological models described periodic oscillatory
dynamics, and more complex dynamics have not been observed in these production scales [2].

Figure 1: Chaotic behavior characterization induced due PI control action.

Results and discussion

The PI control scheme, applied to the upstream production system represented by the FOWM model [3] aimed
to change or suppress the operational conditions that lead to slugging dynamics by manipulating the oil pro-
duction valve opening. The PI controller suppression effect was measured as the capacity to shift the born
location of the Hopf bifurcation to higher valve openings, i.e to higher production conditions. Fig1A shows the
bifurcation diagram corresponding to the PI control scenario when the pressure at the top of the riser was the
controlled variable. As one can see, the local extrema of the pressure oscillations describe the arising of chaotic
behavior as a function of the PI tuning parameter Kp. Furthermore, the characterization of the chaotic behavior
is determined by the largest Lyapunov exponent Fig(1B) and the Shannon entropy Fig(1C) criteria. In addition,
Fig1D offers a qualitative characterization from a recurrence analysis.
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Abstract. The idea of resource sensitive game is proposed to address the evolutionary dynamics in multi-agent dynamical 
systems subjected to fluctuating resource. The co-evolution between a specifically define resource function and the players’ 
payoff provides the key in our formulism. Numerical study based on the classical hawk-dove game is provided with 
momentum and contrarian hawkish player behaviours. Rich evolutionary dynamics with periodic and chaos is shown. 
 

Introduction 
 

Game theory provides the conceptual framework for studying multi-agent dynamical system with self-interest 
players [1]. The classical game models assume a constant player's payoff as well as an unlimited resource from 
which the payoffs are drawn. This is justifiable when the environment acts as a passive player who does not 
interact with the game. In an environment causing payoff variation, anomalous evolutionary stable states and 
sub-optimality in game dynamics were both reported [2]. The carbon metabolism in yeast cells provide a 
different scenario of an environment subjected to fluctuating resources, where ‘cheater’ strain yeast cells, 
coexisting with their cooperative counterparts in the population, can take a free ride with the glucose they need 
but never produce [3,4]. Gore et al. show that the underlying dynamics must necessarily exhibit hybrid 
characteristics of the prisoner-dilemma and hawk-dove games [3]. Indeed, from a predator-prey system to the 
so-called tragedy of the commons in general, the possibility of a more complex evolutionary dynamics has 
long been suggested when the players’ objectives intertwined with the environment [4,5]. However, both the 
modelling of this player-resource interaction and its consequence in the evolutionary dynamics have not 
received sufficient attention in the past.  
 
In this work, the idea of resource sensitive (RS) game is proposed. A time co-evolution of the players’ payoff 
and the system resource is introduced to reveal the evolutionary complexity that is yet to be addressed by the 
existing game theory. We demonstrated the idea using the classical hawk-dove game with the payoff matrix 

𝐵 = #(𝑏!
" − 𝑐)/2 𝑏!"

0 𝑏#/2
,. Both momentum and contrarian hawkish behaviours are considered in the co-

evolution with the system resource. The momentum player ‘doubles down’ in a rising resource environment 
whereas the contrarian acts in the opposite. The dynamical system of equations can be given by 𝑥!$% =
𝑥!(𝑏!" − (𝑏!" + 𝑐)𝑥!/2)/𝐴(𝑛),	𝑏!$%" = 𝑏&" + 𝜖[tan'%(𝛾𝜔!) + 𝜋/2]/𝜋,𝜎!$% = 𝜎! + 𝑑=𝑏!" , 𝑐, 𝑏# , 𝜇@𝑥!( +
ℎ=𝑏!" , 𝑐, 𝑏# , 𝜇@𝑥! + 𝑘=𝑏!" , 𝑐, 𝑏# , 𝜇@, where 𝑥 is the percentage of the hawkish population, 𝐴(𝑛), the averaged 
payoff, 𝜇 and 𝜖, real constants in [0,1], 𝜔! = (𝜎! − 𝜎&)/max(𝜎% − 𝜎&, … , 𝜎!'% − 𝜎&) and 𝑑, ℎ, 𝑘 are 
coefficients for the quadratic law of the resource 𝜎!. In addition to the classical evolutionary stable states, the 
RS hawk-dove game exhibits periodic and chaotic evolutions; see Fig. 1. The chaotic solution is particularly 
interesting in that a higher concentration of resource (wealth) in a smaller hawkish population is observed 
when the resource level rises, a sort of a rich-get-richer scenario. 
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Fig. 1: Numerical simulation of 
the RS hawk-dove game with 
momentum hawk: (a) the hawk 
population x vs.	 𝜖. The 𝑥 and 
hawkish-dovish wealth ratio, 
𝜎!"#$/𝜎%&'(, vs. the resource 
level 𝜎, respectively, in (b), (c), 
showing the periodic solution at 
𝜖 = 0.101, and (d), (e), showing 
the chaotic solution at 𝜖 =
0.215. Simulation parameters: 
𝛾 = 900, 𝜎) = 5, 𝑐 = 1, 𝑏)* =
0.5, 𝑏+ = 0.7, 𝜇 = 0.25. 
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Abstract. In this work, we introduce a class of continuous time planar systems that presents the coexistence of hidden
and self-excited attractors. This class of planar systems is derived from three-dimensional piecewise linear (PWL) sys-
tems.Then, we present an approach to generate self-excited and hidden multiscroll attractors by defining a vector field on
R2 with an even number of equilibria.

Introduction

There are three classes of attractors, the first class is given by those classical attractors excited from unstable
equilibria called self-excited attractors whose basin of attraction intersects at least a neighborhood of an equi-
librium point, [1] and they are not difficult to find via numerical methods, and the second class is called hidden
attractors whose basin of attraction does not contain neighborhoods of equilibria. The coexistence of a self-
excited attractor and a hidden attrator was observed in the Chua’s circuit and reported in [2]. The last class is
generated by vector fields without equilibria called non-self-excited attractors [3]. Notice that a non-self-excite
attractor is given by a system without equilibria,therefore satisfies the definition of hidden attractors. Multista-
bility is the coexistence of two or more attractors, different scenarios of multistability have been reported in
[4, 5]. Recently, a class of continuous time dynamical planar systems which was generated by means of the use
of hysteresis and at least two unstable focus [6]. This class of systems shows stretching and folding behavior
due to hysteresis.
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Figure 1: A) Four-scroll attractor. B) Coexistence of two self-excited attractors in blue and a hidden attractor in red.

Results and discussion

In the same spirit that [6], we derive a class of planar systems through a three-dimensional piecewise linear
(PWL) systems that have two manifolds, one stable and the other unstable, to generate heteroclinic chaos.
Then, we present an approach to generate self-excited and hidden multiscroll attractors by defining a vector
field on R2 with an even number of equilibria. The vector field is defined by affine linear systems such that
each equilibrium point is a unstable focus point. So the space is partitioned in hyperbolic set. We start by
generating a self-excited multiscroll attractor based on heteroclinic orbits. Interesting phenomena appear when
the equilibria are separated by pairs, firstly, the system presents only one basin of attraction which is divided
accordingly with the separation of the equilibria, and the coexistence of different self-exited double-scroll
attractors arise. At a certain separation of equilibria, a hidden multiscroll attractors emerges, see figure 1.
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Abstract. This paper proposes a new modified sine chaotic map and implements both the conventional sine map and the
proposed modified map on hardware. The proposed modified sine map exhibits continuous chaotic behavior against all
values of the main system parameter. This is beneficial in pseudo-random number generation and encryption applications
regarding system key design and ensuring chaotic behavior. The chaotic behavior of both maps is validated using time
series, bifurcation diagrams, and maximum Lyapunov exponent. A reconfigurable CORDIC hardware block is used to
compute the transcendental mathematical functions by employing shift-add and sub-operations. While the sin function
is computed in circular rotation mode, the multiplication operation is computed in linear vectoring mode. The proposed
hardware architecture is multiplier-less and, hence, it does not consume any DSPs. The sine and modified sine maps are
realized on Xilinx Artix-7 FPGA board using Verilog HDL, yielding throughputs of 0.342 and 0.312 GBit/s, respectively.

Introduction

Many natural systems, such as fluid movement, rapid heartbeat, weather, and climate, exhibit chaotic behavior.
Additionally, it happens on its own in some artificially constructed systems, such as the movement of people
in the streets and the movement of air. Chaotic systems have vast importance which gives a focus to trying to
implement them to aid in many applications such as encryption (Cryptography) which is mainly based on the
unpredictability of the algorithm and output which requires a complex chaotic system to be reliable [1]. also,
in [2] two image encryption applications are introduced based on the Sine map. Another use of the chaotic
system is in the Robotics field which needs many cases and scenarios for the trial-and-error process to learn
how to interact with many use cases [3]. Several research works in the literature presented chaotic maps with
trigonometric nonlinearities, yet only a few of them implemented it on Hardware platforms. Zhongyun et al.
implemented the Sine Chaotification Model (SCM) on FPGA. SCM increases the chaotic range and improves
the dynamic complexity of the one-dimensional (1D) chaotic maps. In addition, it widens the parameters range
corresponding to chaotic behavior making the maps more suitable for Pseudo-Random Number Generators
[4]. Zhongyun et al. also implemented Sine Transform Based Chaotic System (STBCS), which combines the
outputs of two chaotic maps on FPGA. STBCS results in new 1D maps with better complexity, range, and
unpredictability [5]. The implementation of CORDIC for the sine function provides a significant improvement
in the resource utilization of the FPGA, CORDIC only calculates the function using adders and shifters [6].
In this paper, the proposed solution focuses on implementing a modified sine map based on CORDIC for the
design of Pseudo-Random Number Generators (PRNG) and encryption systems.

Results and discussion

The proposed designs for the modified sine map and sine map are interpreted in the hardware language Verilog
HDL and are synthesized by using Xilinx Vivado targeting Xilinx Artix-7 FPGA board. The designs achieve
a throughput of 0.342 and 0.312 Gbit/s for sin and modified sine maps, respectively. The number of LUTs
used in the case of the sine map is 6459 and for the modified sine map is 6918. The proposed implementation
uses the Reconfigurable multiplier-less CORDIC in [1] to calculate the sine function and the multiplication.
As a result, the proposed architecture does not consume any DSPs. Also in [6] a summary of Reconfigurable
CORDIC FPGA result.
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Fixed-time adaptive neural tracking control for a helicopter-like twin rotor MIMO
system
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Abstract. In this paper, a fixed-time adaptive neural control (FTANC) for a helicopter-like Twin Rotor MIMO System
(TRMS) is presented. The proposed controller has been developed to achieve finite-time convergence of the system
dynamics independently of the initial conditions. The control of the TRMS system is a challenging problem due to
the significant non-linearities and the cross-coupling between the main and tail rotors. In this study, we proposed an
adaptive radial basis function neural networks (RBFNNs) to estimate all unknown nonlinear functions and disturbances.
The RBFNN is combined with backsteeping technique to guarantee the trajectory tracking and the overall closed-loop
stability. The effectiveness of the proposed control strategy is demonstrated through simulation tests in Matlab/Simulink
software environment.

Introduction

The twin rotor MIMO system is an aerodynamic system similar to a helicopter flight. Its dynamic is highly
nonlinear and unstable with a cross-coupled between the main and tail rotors. The TRMS has 2 DOF which
can rotate in both vertical axes (yaw) and horizontal axes (pitch) [1]. So, it is a popular and challenging ex-
perimental platform for designing various control strategies. In the control literature, several controllers from
linear to nonlinear and intelligent approaches have been developed to solve the TRMS stabilization problem
and trajectory tracking, such as PID and LQR linear controllers, and feedback linearization, sliding mode and
backstepping nonlinear control methods. In this paper, motivated by the control approach developed in [2], a
fixed-time adaptive neural backstepping controller (FTANC) is designed to ensure both tracking performance
and closed-loop stability of the TRMS system. The proposed controller can deal with the problems of para-
metric uncertainties, unknown nonlinear dynamic and disturbances. The convergence and stability of the fly
system is ensured in finite time independently of the initial conditions.
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Figure 1: Block diagram of the proposed fixed-time adaptive neural control scheme for TRMS.

Fixed-time adaptive neural tracking control

In this approach, a radial basis function neural network (RBFNN) is combined with a backstepping control
method to propose an intelligent adaptive control scheme for driving the TRMS. The RBFNN is introduced
here to approximate all unknown nonlinear functions and disturbances, where the updating laws are derived
using the rigorous Lyapunov proof. The proposed fixed-time controller has faster convergence and the upper
bound of settling time can be estimated without any restriction on the initial conditions. The effectiveness and
robustness of the proposed controller are demonstrated in a simulation environment. Our future research topics
will aim to focus on the hardware implementation and the fault-tolerant control problem for the TRMS system.
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A new key generator based on an auto-switched hybrid chaotic system and its FPGA 

implementation 
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Abstract. In this paper a new key generator is presented, it is constructed by an auto-switched numerical resolution of 
multiple three dimensional continuous chaotic systems (Lorenz, Rôssler, Chen) how excite a discreet chaotic system (Henon 
Map). The designed chaotic system provides complex chaotic attractors and can change its behaviors automatically via a 
chaotic switching-rule. The originality of the proposed architecture is that allows to solve the problem of the finite precision 
due to the digital implementation while provides a good compromise between high security, performance and hardware 
resources (low power and cost). Hardware digital implementation and FPGA circuit experimental results of this generator 
demonstrate that this promising technique can be applied in efficient embedded ciphering communication systems.  

Introduction 

Currently, several chaotic generators have been studied (Lorenz, Chen, Chua and Lü, etc) [1]. However, these 

main chaotic generators are easily identifiable by a simple visualization of their attractors that can be used in 

cryptosystems [2]. When chaotic systems are implemented or implanted in digital form, a dynamic degradation 

of the response occurs. More precisely, the dynamic properties of digital chaotic systems can become non-

ideal. The most well-known problem is the existence of many chaotic short-length orbits, which can weaken 

the desired statistical properties of chaotic evolving digital data, resulting in degradation of the security of the 

encryption process [3]. In this context, it becomes important to mask or to develop mechanisms associated 

with these generators in order to increase the complexity of a cryptanalysis from an identification of the chaotic 

signals on one side and to solve the problem of precision during a digital implementation, on the other hand. 

In this work we will use the principle of chaos in order to propose, design and implement a new generator 

based chaos that better responds to the requirement of modern cryptography. The interest of our solution is to 

propose a complex chaotic system allowing an unidentifiable cipher key generator by an analysis of its 

attractors, while proposing optimized architecture and hardware implementation giving a very useful and 

attractive compromise between high speed, low area cost and secure data communications for embedded 

applications. Our proposed logic Register Transfer Level (RTL) architecture is based on pipelined numerical 

method to resolve several 3D chaotic differential equations characterizing some chaotic systems. In this work, 

we'll present, the modeling of the presented auto-switched system and its hardware architecture, the 

simulations results on Xsim of Vivado, the discussion of the hardware implementation results on Genesys 2 

Kintex-7 Xilinx FPGA technology, performance evaluations, real-time measurements and the evaluation of 

the random dynamical behaviors of our new scheme through statistical tests in order to prove that the proposed 

hybrid generator exhibits truly random sequences suitable as cipher keys for the data encryption. 

Figure 1: The perturbation technique adopted for the modeling of the proposed generator. 

Results and discussion 

The synthesis results after place, route and real time implementation show a low power consumption, a very 

low latency and low use of the resources of our FPGA card, all this is due to our working approach and the 

optimization of the codes developed. After visualization of the different signals of our generator, we observed 

the similarity between the simulation results and the real-time implementation results, which validates our 

hardware implementation approach. To quantify the random criterion of the keys generated, we performed a 

statistical analysis using the statistical test batteries of NIST, DIEHARD and ENT. We noticed that our results 

passed all the tests successfully. Consequently, we can say that the generated keys have a random character, 

so they are robust, and they are ready to be used in cryptosystems. 
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A quantitative Birkhoff Normal Form for geometrically nonlinear hinged-hinged
beams

L. Di Gregorio∗, W. Lacarbonara∗
∗Dipartimento di Ingegneria Strutturale e Geotecnica, University of Rome La Sapienza, Rome, Italy

Abstract. The study of internal resonances of a system is crucial to investigate its stability. KAM (Kolmogorov
Arnold Moser) theory is a powerful branch of perturbation theory born to face the small divisors (resonances) problem in
hamiltonian dynamical systems. Its applicability to concrete physical problems is a well-known challenge because of the
extreme smallness required for the perturbation parameter. Here we consider an undamped nonlinear hinged-hinged beam
with stretching nonlinearity as an infinite dimensional hamiltonian system. We obtain analytically a quantitative Birkhoff
Normal Form, via a nonlinear coordinate transformation that allows us to integrate the system up to a small reminder,
providing a very precise description of small amplitude solutions over large time scales. The optimization of the involved
estimates yields results obtained for realistic values of the physical quantities and of the perturbation parameter.

Introduction

We consider the dimensionless nonlinear beam equation with stretching nonlinearity

utt + uxxxx −
(
m+

1

2π

∫ π

0
u2x dx

)
uxx = 0 , (1)

for t ∈ R and x ∈ [0, π], with the following hinged-hinged boundary conditions: u(t, 0) = u(t, π) =

uxx(t, 0) = uxx(t, π) = 0. Here
√
I/Au is the vertical displacement and m = L2P

π2EI
indicates the nondi-

mensional axial force, where L, I,A,E, P are, respectively, the length of the beam, the moment of inertia,
the cross-section area, the Young modulus, and the tensile axial force (possibly also negative entailing com-
pressive force). Being conservative, Eq. (1) has a hamiltonian structure. Indeed, by letting ω2

j := j4 +mj2

and φj(x) :=
√

2/π sin jx, respectively, denote the eigenvalues and the eigenfunctions of the Sturm–Liouville
operator (∂xxxx −m∂xx) on [0, π], the Hamiltonian can be expressed as

H(p,q) =
∑

j≥1 ωjIj +
1
8π

(∑
j≥1

j2

ωj
q2j

)2
, Ij :=

1
2(p

2
j + q2j ) , (2)

with q = (q1, q2, . . . , ), p = (p1, p2, . . .) spanning a suitable Hilbert space of sequencies. Then, given a smooth
solution t →

(
p(t),q(t)

)
of Hamilton’s equations, one finds that u(t, x) :=

∑
j≥1

qj(t)√
ωj
φj(x) is a solution of

(1). If the linear frequencies ωj are non-resonant, after a canonical change of variables close to the origin, the
Hamiltonian is in BNF (Birkhoff Normal Form) up to some order 2d > 0, namely H = N(I) + R(p,q),
where N(I) =

∑
j≥1 ωjIj + g(I) for some polynomial g of degree d in I and R = O(|(p,q)|2d+2). Since

the nonlinear term N is integrable, the BNF allows a precise description of the solutions with initial data
ε := |p(0)| + |q(0)| ≤ ε0 up to times |t| ≤ T0ε

−2d, for suitably small ε0 and T0. This immediately reads as a
stability result for Eq. (1) with ε-small initial data u(0, x) and ut(0, x). There are some results (see, e.g. [1]) on
the BNF for the beam equation (with nonlinearities different from (1)) but with no physical applications. Indeed
the typical problem in hamiltonian perturbation theory (especially for PDEs) is that the amplitude threshold, ε0
here, is very small.

Results and discussion

For m > −1 we prove that the frequencies are non-resonant up to order 4, which, in general, corresponds to
show that ωi±ωj±ωk±ω` does not vanish for suitable combinations of positive integers i, j, k, ` and± signs.
However, in the present case, due to the special form of the nonlinearity, the non-resonance condition reduces
to ωi−ωj ≥ c > 0 uniformly in i > j ≥ 1. Then we can put the system in BNF up to order 2d = 4. Moreover,
for 0 < |m| < 1 we are able to show that the frequencies are non-resonant up to order 6 (which reduces to
|ωi−ωj−ωk| ≥ c > 0 uniformly in i > j ≥ k ≥ 1), so that we can put the system in BNF up to order 2d = 6.
The main point here is that, by optimizing the estimates, we are able to find realistic values for ε0 and T0. For
example for a steel beam of length L = 2m, height 0.02m, P = −3.3kN and initial vertical displacement
2 · 10−4m (corresponding to m = −0.5, ε = 0.04) we have stability time length of 60s (4300 oscillations). As
far as we know, this is the first purely analytical result of this kind in hamiltonian perturbation theory for PDEs.
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Nonlinear dynamic characteristics and four contact states of a spur gear pair considered  

tooth profile error and extended tooth contact 
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Abstract. The actual tooth profile of a spur gear will inevitably deviate from involute tooth profile due to the machining error, 

and so on. The nonlinear characteristics and contact state of the gear transmission system will be changed by tooth profile 

error, and the system stability will be affected accordingly. A dynamic model of spur gear pair is established by considering 

tooth profile error, extended tooth contact, and some time-varying parameters. Tooth profile error and extended tooth contact 

are directly involved in the calculation of the dynamic meshing force. Besides, the five Poincaré mapping sections Γi and 

corresponding triggers are established to capture the information on motion type, extended teeth contact, tooth disengagement, 

and tooth back contact of the system. Finally, the bifurcation characteristics and four contact states of the system are studied 

by using the established Poincaré mapping sections, bifurcation diagrams with multi-mapping sections and phase portraits. 
 

Introduction 
 

The system bifurcation, chaotic motion, and other nonlinear behavior in the gear transmission system will be 

induced due to tooth profile error [1, 2], and the system will also occur tooth disengagement and tooth back 

contact [3]. Meanwhile, the extended tooth contact caused by tooth profile error and tooth contact deformation 

will further complicate the nonlinear characteristics and contact state of the system [4, 5]. In the published 

literature, most scholars focused on the meshing excitations and nonlinear dynamics characteristics of the 

system considered tooth profile error [1-3], or the meshing excitations considered extended tooth contact [4, 

5]. Tooth profile error and extended tooth contact are rarely considered simultaneously in the studies of 

nonlinear dynamic characteristics. The four contact states of the system, including tooth disengagement, back 

tooth contact, approaching tooth contact, and recessing tooth contact, were also not revealed. However, both 

the nonlinear characteristics and contact state of the system are critical to the transmission quality of the system. 
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Figure 1: The dynamics model and calculation results. 
 

Results and discussion 
 

The established dynamics model and representative calculation results are shown in Fig. 1. The calculation 

results show that with the increase of the amplitude of tooth profile error, the system will go through the stable 

periodic motion, the alternation between periodic motion and chaotic motion, and unstable chaotic motion, as 

well as tooth disengagement and tooth back contact will also occur in turn. The contact of extended teeth is 

also changed because of system bifurcation, tooth disengagement, and tooth back contact. 
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Non-autonomous inverse Jacobi multipliers and periodic orbits of planar vector fields
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Abstract. We analyze the role that non-autonomous (and not necessarily periodic) inverse Jacobi multipliers have in the
problem of the nonexistence, existence and localization as well as the hyperbolic nature of periodic orbits of planar vector
fields. This work generalizes and extends previous results already appearing in the literature focusing in the autonomous
or periodic case.

Introduction

We consider planar differential systems

ẋ = P (x, y), ẋ = Q(x, y), (1)

where P and Q are C1 functions on the open set U ⊆ R2 and the dot denotes, as usual, derivatives with respect
to the independent time variable t. We associate to system (1) the vector field X̄ = P (x, y)∂x +Q(x, y)∂y and
state the precise definition of inverse Jacobi multiplier of system (1).

DEFINITION. A function V : R×U → R is said to be an inverse Jacobi multiplier of system (1) if V is of class
C1(R× U), it is not locally null and it satisfies the following linear first order partial differential equation:

X (V ) = V div(X ), (2)

where X = ∂t + X̄ and the divergence of X is div(X ) = div(X̄ ) = ∂xP + ∂yQ.

We use the name autonomous inverse Jacobi multiplier V in case that ∂tV ≡ 0 and periodic inverse Jacobi
multiplier when there is T > 0 such that V (T, x, y) = V (0, x, y) for all (x, y) ∈ U .

Results and discussion

Let Φ(t; (x, y)) ⊂ U be the flow associated to X̄ with Φ(0; (x, y)) = (x, y) ∈ U . Given a T -periodic orbit Γ
of X̄ , we consider Σ ⊂ R2, a transversal section to the flow of X̄ with one endpoint p0 ∈ Γ. We parameterize
Σ = {(x̄(s), ȳ(s)) ∈ U : 0 ≤ s � 1} such that p0 = (x̄(0), ȳ(0)). Let P : Σ :→ Σ be the Poincaré map
associated to Γ, that is, P(s) = Φ(τ(s); (x̄(s), ȳ(s))) where τ is the first time return function which is the
unique function such that τ(0) = T , the period of Γ, and Φ(τ(s); (x̄(s), ȳ(s))) ∈ Σ. Clearly P(0) = 0 and the
orbit Γ is hyperbolic if P ′(0) 6= 1 where the prime indicates derivative with respect to s.

Our main result is the forthcoming Theorem.

THEOREM. Assume that there exists a T -periodic orbit Γ ⊂ U ⊂ R2 of the C1-vector field X̄ defined in U and
let P : Σ → Σ be its Poincaré map associated to a transversal section Σ ⊂ U parameterized by 0 ≤ s � 1
where s = 0 indicates the point Σ ∩ Γ. Let V (t, x, y) be an inverse Jacobi multiplier of X̄ defined in R × U .
Then

V (T, x, y) = V (0, x, y)P ′(0) (3)

for any point (x, y) ∈ Γ.

Some related references are given below.
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The integral of the cofactor as a characterization of centers
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Abstract. In this work we deal with analytic families of real planar vector fields Xλ having a monodromic singularity at
the origin for any λ ∈ Λ ⊂ Rp. There naturally appears the so-called center-focus problem which consists in describing
the partition of Λ induced by the centers and the foci at the origin. We give a characterization of the centers (degenerated
or not) in terms of a specific integral of the cofactor associated to a real invariant analytic curve which always exists.

Introduction

We consider families of real analytic planar differential systems

ẋ = P (x, y;λ), ẏ = Q(x, y;λ), (1)

with parameters λ ∈ Rp together with its associate family of vector fields Xλ = P (x, y;λ)∂x + Q(x, y;λ)∂y.
Throughout the work we restrict the family to the parameter space Λ ⊂ Rp so that the origin (x, y) = (0, 0) is
made sure to be a monodromic singularity of the whole family (1). That means that P (0, 0;λ) = Q(0, 0;λ) = 0
and the local orbits of Xλ turn around the origin for any λ ∈ Λ. In this monodromic scenario, I’lyashenko [3]
and Écalle [1] show independently that the origin only can be either a center or a focus since Xλ is analytic.
We recall that a center possesses a punctured neighborhood (period annulus) foliated by periodic orbits of Xλ
while in a neighborhood of the focus the orbits spiral around it.

Main results

We prove the following results.
THEOREM 1. Let X be real analytic planar vector field with coprime components and having a monodromic
singular point at the origin. Then there exists a real analytic invariant curve F (x, y) = 0 ofX with F (0, 0) = 0
and F having an isolated zero in R2 at the origin.

Let (p, q) ∈W (N(X )) be two weights associated to the Newton diagram N(X ) ofX and perform the weighted
polar blow-up (x, y) 7→ (ρ, ϕ) given by (x, y) = φ(ϕ, ρ) = (ρp cosϕ, ρq sinϕ) transforming (1) into the polar
vector field ρ̇ = R(ϕ, ρ), ϕ̇ = Θ(ϕ, ρ) and consider the differential equation

dρ

dϕ
= F(ϕ, ρ) :=

R(ϕ, ρ)

Θ(ϕ, ρ)
(2)

well defined in C\Θ−1(0) being the cylinder C =
{

(θ, ρ) ∈ S1 × R : 0 ≤ ρ� 1
}

with S1 = R/(2πZ).
Let F (x, y) = 0 be a real invariant analytic curve of X with cofactor K, that is, X (F ) = KF . In weighted
polar coordinates this equation is transformed into X̂ (F̂ ) = K̂F̂ where X̂ = ∂ϕ + F(ϕ, ρ)∂ρ, F̂ = F ◦ φ and
K̂ is the cofactor of the curve F̂ = 0.
Let ρ(ϕ; ρ0) be the solution of the Cauchy problem (2) with initial condition ρ(0; ρ0) = ρ0 > 0 and small, and
γρ0 = {(ϕ, ρ(ϕ; ρ0) : 0 ≤ ϕ ≤ 2π} ⊂ C an arc of orbit of (2). We define

∫
γρ0

K̂ = PV
∫ 2π
0 K̂(ϕ, ρ(ϕ; ρ0)) dϕ,

where PV stands for the Cauchy principal value.

THEOREM 2. Let X be a family of analytic planar vector fields having a monodromic singular point at the
origin and K the cofactor associated to an analytic invariant curve. Then

∫
γρ0

K̂ exists and moreover the
origin is a center if and only if ∫

γ̂ρ0

K̂ ≡ 0 (3)

for any initial condition ρ0 > 0 sufficiently small.

The talk is extracted from a preprint [2] still not submitted to any journal.
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Hermann, Paris, 1992.
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Parametric resonance caused by mass imbalance on railway wheels
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Abstract. This study investigates the effect of mass imbalance of the wheelset. By employing a 2-DOF mathematical
model, it is theoretically shown that the effect produces parametric resonance and decreases the critical speed of the
hunting motion. Also, the theoretically predicted phenomena are experimentally observed by using a simple apparatus.

Introduction

In recent years, the dynamics of railway vehicles has been actively studied to improve their performance for
safety and comfort. To this end, it is essential to clarify the factors behind various phenomena occurring in rail-
way vehicles. For example, when a rail vehicle wheelset exceeds a certain running speed, it swaies from side
to side. This resonance is well known as hunting motion that is a self-excited oscillation by non-conservative
contact forces acting between the wheel and the rail [1]. The effects of wheel and brake disc mass imbalance
and rail surface roughness on the dynamics have also investigated. Szabo and Lorant [2] analyzed the linearized
equations of motion of a railway vehicle by taking into account a time-varying coefficient excitation term ex-
pressing the imbalance in the governing equations. It is numerically shown that the critical speed for hunting
motion decreases with increasing the imbalance. However, the characteristic of the instability phenomenon has
not analytically or experimentally investigated. In this presentation, we clarify that theoretically and experi-
mentally. Figure 1 shows a single railway wheelset with 2-DOF model considering the lateral and yaw motions
y and ψ. The equations of motion for the lateral and yaw motions are expressed as [3]

M
d2y

dt2
+

2κyy
v

dy

dt
+ (2ky +

2Qγ

d0
)y − 2κyyψ = 0, (1)

I
d2ψ

dt2
+

2d20κxx
v

dψ

dt
+

2d0κxxγ

r0
y + 2kxd

2
1ψ = 0, (2)

where γ is tread angle which is assumed large, t is the time, v is the running speed, M is the wheelset mass,
I is the wheelset momoent of inertia around the z-axsis, d0 is the half-track gauge, d1 is the distance between
support springs, r0 is the centered wheel rolling radius, kx, ky, κxx, κyy are the longitudinal and lateral stiffness
and creep coefficients, respectively, and Q is the wheel load.

Results and discussion

In order to understand the effects of imbalance and the qualitative non-linear characteristics on the post desta-
bilized states, we consider the periodic changes in wheel load and creep coefficients and introduce the third
order non-linear restoring force in the lateral direction as a representative nonlinear force into Eqs. (1) and (2).
Then, we theoretically analyze the nonlinear equations of motion by using a reduction method and the method
of multiple scales. As a result, we obtain the variation of the critical speed depending on the magnitude of
imbalance and the steady state amplitude in the state where the speed is above the critical one. Furthermore, the
theoretically predicted phenomena were experimentally confirmed by using a roller rig and a wheelset device.

Figure 1: Two degree of freedom model of railway wheelset.
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Experimental and numerical analysis of a tube with clearance-induced impacts
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Abstract. This contribution compares measurements and numerical calculations of the dynamics of a doubly clamped
tube with clearance induced impacts. The response of the system is being measured at three points placed all along
the tube. This measurements are then compared with the numerical results calculated with an algorithm that combines
harmonic balance (HBM) and numerical pseudo arc length continuation (PAC).

Introduction

In pressurize water reactors, steam generators exchange the heat between primary and secondary circuit of the
plant. Inside, a bundle of tightly packed U-shaped tubes (see Fig. 1) is used to move the hot primary coolant
coming from the core. Meanwhile, an upwards stream develops outside the bundle as the secondary coolant
interacts with the tubes. This configuration is reinforced with support plates all along the tubes to prevent
them from large amplitude vibrations. While the presence of these supports serves its purpose, it also adds
complexity when studying the vibration response of the U-tubes.
In this context, a comparison between the numerical and experimental results on a simplified example is pre-
sented : a double clamped tube in bending with a clearance placed in the middle point (as shown in Fig. 2)
which will produce impacts in the tube when vibrating. The objective of this study is twofold : firstly, to bring
to light the fact that even in the simplest examples (a tube with a single impact point), non linearity effects can
be found (existence of multiple dynamic regimes) and therefore must be studied. And, secondly, to use a simple
experiment to compare it with the numerical calculations carried out beforehand by the finite element software
Cast3M [2], which permits testing a continuation algorithm currently in development. This algorithm uses
harmonic balance and pseudo arc length continuation methods to predict the response of nonlinear mechanical
systems and its development started within a previous thesis [1].

Figure 1: Single U-tube in Steam
generator

Figure 2: Schematic representation of the
experiment

Figure 3: Frequency response at 2L/3
height

Results and discussion

The experiment carried out consisted of a 2.6m long double clamped tube, with a symmetric central 1mm
clearance and a shaker at the base (placed 0.3m from the base). This configuration allows us to change the
position of the clearance in the tube section, being able to analyze the effect of the asymmetry on the system
response. Accelerations have been measured in three different points placed all along the tube (L/3, L/2 and
2L/3). In Fig. 3, it can be observed a frequency sweep up and down at the highest point of the tube. In this
figure, a hysteresis effect on the amplitude of the response can be appreciated depending on the direction of
the sweep. This phenomenon is characteristic from nonlinear mechanical systems, which gives birth to a range
of frequencies where the system can vibrate with multiple amplitudes. Bifurcations due to symmetry breaking
and sub-hamonic isolas will be studied both experimentally and numerically on this academic mock-up.
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Abstract. An equivalent one-dimensional visco-elastic beam model is proposed to study the aeroelastic behaviour of base-

isolated tower buildings, subjected to a steady wind flow. The beam is internally constrained, so that it is capable to experience 

shear strains and torsion only. The system is constrained at the bottom end by a nonlinear visco-elastic device and free at the 

top end. The aeroelastic effects, responsible for self-excitation, are evaluated via the quasi-static theory, and the occurrence of 

Hopf bifurcation is detected. Critical and post-critical behaviour is analysed by applying a perturbation scheme. The influence 

of mechanical and aerodynamic coupling (between torsional and transversal vibrations) on the critical galloping conditions is 

investigated. Furthermore, the visco-elastic insulation system is calibrated to optimize the aeroelastic performances of the 

structure. 

Introduction 
 

Tall buildings are very sensitive to dynamic actions induced by wind, which causes a variety of instability 

phenomena. The aeroelastic analysis of multi-story buildings, when they are made of a sufficiently large 

number of floors, can be carried out by means of equivalent beam models, derived by suitable homogenization 

techniques (e.g., [1-3]). In particular, in [1] a shear–shear torsional beam model is formulated, by focusing the 

attention on the torsional and transversal coupling in galloping of fixed-free beams.  In [2, 3], an insulation 

device is applied to the base of a planar (shear [2] or Euler-Bernoulli [3]) beam, to passively control galloping 

phenomena. Here, a continuous visco-elastic shear-torsional beam model, subjected to uniformly distributed 

steady wind flow, is formulated. A suitable visco-elastic device is interposed between the ground and the 

bottom of the beam, with the aim to mitigate the aeroelastic instability effects.  
 

Model and results 
 

An equivalent linear continuous shear-torsional beam model is used to describe the behavior of multi-story 

frame buildings. Aerodynamic forces and couples, distributed along the beam axis, are modeled in the 

framework of the quasi-steady theory. A passive control system is applied to the base of the beam, consisting 

of a viscoelastic device, made of a linear elastic spring and a nonlinear dashpot, assembled in parallel (Figure 

1). Kinematics of the beam is assumed linear, and nonlinearities accounted for both in the aerodynamic forces 

and dashpot damping. Critical and post-critical behavior is analyzed by applying a perturbation scheme. In 

particular, the roto-translational galloping is investigated, with focus on the influence of the coupling between 

shear and torsion, according to the eccentricity between the torsional center and the centroid as well as the 

torsional-to-shear frequency ratio. Abrupt changes of the modal shape (torsional, translational or mixed) are 

observed when the torsional frequency is varied, together with a general increment of the critical wind velocity 

(when far from the resonant value). Finally, the parameters of the insulation system are properly calibrated to 

optimize the aeroelastic performances of the structure. The asymptotic results are validated via numerical time-

integration of ordinary differential equations, derived via in-space finite differences.  

 

  
 

Figure 1: Base-isolated tall building under uniform steady wind flow: (a) beam model and external loading; (b) cross-section. 
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Nonlinear vibration of an inextensible rotating beam
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Abstract. An inextensible beam model is developed to study the nonlinear vibration of a rotating cantilever beam
undergoing large deformation. General equations of motion governing the coupled axial-bending deformation are derived,
and then inextensionality constraint is utilized to reduce two equations into one. The axial strain on the neutral fiber
is decomposed into static and dynamic components and the extension due to the dynamic part is assumed to be zero.
Nevertheless, the static strain, which is obtained from the solution of the steady-state axial displacement equation, is
retained in the equation governing the planar motion of the beam. The method of multiple scales is adopted to derive the
expression for frequency response and modulation equations for the first vibration mode. The results show that the first
mode exhibits a hardening type of nonlinearity for lower rotation speeds and softens at higher rotational speeds.

Introduction

Rotating structures have many applications, such as wind turbines or helicopter blades, blades in gas turbine
engines or turbo propeller blades in mechanical or aerospace engineering. Numerous authors have published
papers on the dynamic analysis of a rotating blade idealized using simplified one-dimensional analytical models
based on Euler-Bernoulli and Timoshenko beam theories with varying levels of complexity in geometry [1, 2].
A straight beam attached to a hub, rotating at an angular velocity, undergoing large deformation is considered
in the present study. An inextensible model for a rotating beam under the harmonic excitation of frequency, ω,
and magnitude, F , can be derived using the inextensibility constraint as [3]
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Figure 1: Backbone curves of the fundamental mode.

Where, w and r are transverse displacement and hub
radius nondimensionalized using the beam length. Ω
is angular speed non-dimensionalised using the time,

t =
√

ρAL4

EI

Results and discussion

The results are presented for the beam with slender-
ness ratio,

√
AL2/I = 693, hub ratio, r = 0.1. The

beam is made of homogeneous material with Young’s
modulusE = 104 GPa and density ρ = 4400 kg/m3

(order of magnitude of a Titanium alloy) [4]. The
backbone curves of the fundamental mode of a ro-
tating beam are plotted in Fig. 1. Each point in the
backbone curve is the peak value of the frequency re-
sponse curve at a given value of rotation speed and
various magnitudes of excitation.
It is found that the rotation-induced nonlinearity
significantly affects the beam’s nonlinear dynamics.
There exists a critical rotation speed above which the nonlinearity of the first mode becomes softening, and it
is hardening below.
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Abstract. This paper addresses the optimization of resources for the synchronization of chaotic multi-scrolls Piece-
Wise Linear (PWL) systems. Considering intermittent coupling, where the system alternates between coupling and free
oscillation, the ability of the system to maintain a synchronous state under the premise of data loss is analyzed. The results
obtained represent favorable scenarios, in which the system is able to maintain synchrony with unidirectional coupling in
the presence of a reduction in available samples of up to 90%.

Introduction

The literature contains work that uses synchronization techniques based on the fact that coupling is not al-
ways active in the system. For example, [1] shows that there are regions where a pair of chaotic oscillators
should theoretically remain synchronous, but their response is temporarily interrupted, affecting the collective
dynamical response. In [2], its consider a digital function that enables and disables coupling between systems.
Recently, the study of systems based on the reduction of available information has gained the attention of the
scientific community. The goal is to address two important issues: i) to make control techniques more efficient
in creating algorithms and implementations that can have inactive states, and ii) to obtain much more robust
systems [3], where the loss of information do not reduce the overall performance of the dynamic agent. This
paper analyzes the ability of a unidirectional system based on two multi-scroll systems using a Piece Wise
Linear (PWL) function as a nonlinearity to maintain complete synchronization, by periodically activating and
deactivating the coupling. The synchronization errors between the systems are calculated and the periods of
information loss are varied along with the strength of the coupling to find the optimal parameters at which the
system converges to the desired state with the least amount of information possible.

Results and Discussion

The onset of complete synchronization in the coupled systems is studied by calculating the synchronization
index S, which takes into account the synchronization error and the Pearson correlation between the state
variables of the driving and driven systems, as in [4]. Using this method, it is possible to study the effects of
creating larger intervals, in which the coupling strategy loses information versus the effects of increasing the
coupling force. The obtained results show that there is a pair of parameters (number of samples and coupling
force) for which the driven system is able to maintain complete synchronization even when the coupling strategy
has lost more than 90% of the capable information. This important result shows that oscillatory systems based
on PWL functions do not necessarily need to maintain constant communication between agents to oscillate
in unison. Moreover, if this is translated into a communication scheme, the obtained results would allow
significant communication loss, or abrupt interruption of the same due to the detection of a possible attack,
while maintaining the synchronous state.
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Figure 1: (a) Temporal behavior of the synchronization error of state x1 and the activation function for the coupling between the
systems. (b) Map of synchronization index obtained for α = 0.45, #Samples=600, changing the duty-off cycle of the coupling. Yellow
indicates synchronization.



Properties of a two parameter logistic map with delay
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Abstract. Logistic maps with delay ( memory) have their origin in the effort [1] to discretize the integro-differential
equations of non-equilibrium statistical mechanics. Buchner and Zebrowsky [2] studied it as a generic system. Their
relevance in the field of economics has been established by Tarasova and Tarasov [3]. In this work , we point out that a
class of infectious disease (eg. COVID-19) provide a source of a two parameter logistic map with delay. We analyze these
maps to look at their fixed points, their stabilities and their transition to chaotic dynamics.

Introduction

We focus on a class of highly infectious disease where the infected person does not show any symptoms for the
first few days. Such persons will be inadvertent spreaders of the disease for a number(τ ) of days before they
are quarantined. Following the differential equation approach [4], the rate of change of the number of infected
people In on the n-th day will be proportional to In − In−τ and to the fraction of susceptible people which is
1 − In/N = 1 − Xn. Assuming the total population N consists of only the infected and the uninfected but
susceptible and a few of infected people are quarantined because of secondary factors we arrive at the model
dynamics

Xn+1 = αXn + β(XN −XN−τ )(1−XN ) (1)

This is our two parameter logistic map with delay. It has only one fixed point X∗ = 0.The instability condition
for τ = 1 and τ = 2 are given by:

Instability region for (τ = 1) = {(α > 1) ∪ (β > 1) ∪ (α+ 2β + 1 < 0)} (2)

Instability region for (τ = 2) = {(α > 1) ∪ (α < −1) ∪ (2β2 + αβ > 1)} (3)

Period doubling and onset of chaos with some variations is frequently seen when τ = 1. For τ = 2, we find
extended period -3 regions. Alternating chaotic and periodic zones are common.

Results and Discussion

The thing to note in Fig 1.a (τ = 1) is the complication following the onset of period 4. One sees the emergence
of two chaotic bands and the re-emergence of the period 4 state and eventually the onset of chaos over an
extended interval. In Fig 1.b (τ = 2), the instability of the fixed point leads to a patterned response between
two unstable fixed points characterized by avoided zones ( white traces) and then the two unstable fixed points
give way to a stable period three state which survives over an extended range of parameter space.
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Data-driven bifurcation analysis using a parameter-dependent trajectory
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Abstract. Identification of bifurcation diagrams in nonlinear systems is of great importance for resilient design and
stability analysis of dynamical systems. Data-driven identification of bifurcation diagrams has a significant advantage
for large dimensional and experimental systems where accurate system equations are not available. In this work, a novel
forecasting approach to predict bifurcation diagrams in nonlinear systems is presented using a single trajectory of system
dynamics before instabilities occur. Unlike previous techniques, the proposed method considers a varying bifurcation
parameter during the same system recovery. This method is a hybrid approach that combines an asymptotic analysis
provided by the method of multiple scales and a data-driven forecasting technique. Using the proposed approach allows
stability analyses of nonlinear systems with limited access to experimental or surrogate data.

Introduction

Analyzing bifurcation diagrams is a significant challenge because the characterization of the post-bifurcation
regime using traditional methods is a difficult task, particularly for large dimensional systems and structures.
While time integration requires calibrated models and large computational costs, data-driven bifurcation anal-
ysis techniques appear as a potential alternative. In this context, Epureanu and Lim [1] proposed a technique to
predict and construct bifurcation diagrams using measurements of system dynamics at several control param-
eters before instability occurs. This technique is based on the critical slowing down phenomenon (CSD) ob-
served in nonlinear systems approaching certain types of instabilities including Hopf bifurcations. The forecast-
ing technique has shown a significant advantage in predicting bifurcation diagrams such as large dimensional
aeroelastic systems [2]. However, this method requires several recoveries at different constant flow speeds to
predict the post-flutter dynamics. To overcome this limitation, we propose a hybrid forecasting method com-
bining the bifurcation forecasting method and the method of multiple scales (MMS). The proposed forecasting
approach uses the asymptotic analysis of the MMS to obtain a general normal form of the bifurcation for a
system with general nonlinearities. The approximated normal form allows capturing the CSD as the bifurcation
parameter varies during the system recovery. In consequence, the multiple recoveries requirement is leveraged.
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Figure 1: System recovery from perturbation with time varying flow speed (left) and exact and forecasted
bifurcation diagram with one recovery forecasting for subcritical bifurcation (right)

Results and discussion

The proposed technique is applied to predict the bifurcation diagram of a typical pitch-plunge aeroelastic sec-
tion exhibiting Hopf bifurcations. After applying a perturbation to the system, the flow speed is varied linearly
from 97 to 99 % of the linear flutter speed to generate a trajectory. Figure 1 shows the single system recov-
ery from perturbation (left) used to forecast the bifurcation diagram for the non-dimensional plunge (vertical
displacement) for a subcritical Hopf bifurcation of the pitch-plunge airfoil (right). Results show that the approx-
imated diagrams match the reference diagrams in both supercritical and subcritical cases despite the fact that
only a single trajectory is used to predict and construct the diagrams. The proposed approach not only lever-
ages the requirement of multiple measurements to forecast the bifurcation but also can provide early warnings
of imminent instabilities as the flow speed is increased and the system is perturbed.
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Investigating the Stability of a Strongly Nonlinear Structure Through Shaker Dynamics in Fixed 

Frequency Sine Tests 
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Abstract. Recent research has demonstrated developments to apply experimental continuation using the force 

dropout phenomena and fixed frequency voltage control sine tests to stabilize a nonlinear system through shaker 

dynamics. This approach has been demonstrated to stabilize the unstable response of a strongly nonlinear system 

near resonance. Recent fixed frequency voltage control tests on a strongly nonlinear system with a vibro-impact 

nonlinearity has revealed unexpected jumping behavior, like that seen during force controlled swept and stepped 

sine testing. In this research, the stabilizing effects of an electromechanical shaker coupled to a strongly nonlinear 

structure are investigated in fixed frequency voltage control tests using both numerical and experimental methods.  

Introduction 

Common experimental force control methods used for nonlinear dynamical testing such as stepped and swept sine 

testing often leads to imperfect quality in the control parameter and or bifurcations leading to the so-called jump-

down or jump-up phenomena between stable solutions. Control algorithms such as control-based continuation [1] 

and phase-locked loop [2] have been used to control through the turning point bifurcations during nonlinear testing 

to measure the unstable branch which is of interest for model validation and calibration. Recent research has 

demonstrated the successful development of a sine testing method to obtain the unstable portion of the multivalued 

response curves of strongly nonlinear systems utilizing open-loop voltage control [3]. The purpose of this study 

is to investigate and identify the stabilizing parameters of an electromechanical shaker coupled to a nonlinear 

structure in numerical and experimental tests by utilizing the force drop-out phenomena in fixed frequency voltage 

control tests demonstrated in [3]. 

Results and Discussion 

The numerical results suggested that there were various stabilizing parameters in the electromechanical shaker. 

However, the back electromotive force on the shaker produced by the relative velocity of the shaker body and 

armature was the one variable that strongly influenced the stabilizing effect of the shaker. The stabilizing effect 

from this parameter was also observed in experimental testing on a strongly nonlinear system suggesting there 

was strong corroboration between the numerical and experimental results. This study will help understand the 

stability of nonlinear systems that are coupled to electromechanical shakers.  

 

Figure 1. Parametric study revealing unstable and stable behaviors from different shaker drive points on a nonlinear beam 
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Ahsan Naseer ∗, Imran Akhtar∗ and Muhammad R. Hajj ∗∗

∗ College of Electrical and Mechanical Engineering (CEME), National University of Sciences and Technology (NUST)
Islamabad

∗∗ Department of Civil, Environmental and Ocean Engineering, Davidson laboratory, Stevens Institute of Technology,
711 Hudson St, Hoboken, NJ 07030, USA

Abstract. Bio-electric activity of heart is modeled by the Barrio-Varea-Aragon-Maini (BVAM) Model. This model
covers normal rhythm and several arrhythmia that lie in the chaotic region and exhibits several bifurcations, starting from
a fixed-point bifurcation leading to chaotic region. Analytic solution of the BVAM model is developed in the local region
to Hopf bifurcation. Center manifold reduction is applied to the governing equations to reduce the order of the system.
The Method of Multiple scales is used on the center manifolds to develop normal form of the Hopf bifurcation for the
center manifolds. These are then transformed back into original coordinates where the analytical solution is compared
with the numerical solution.

Introduction

Heart disease is one of the leading causes of death in the world. Electrocardiograms (ECG) are time series
signals used to inspect the activity of heart. There are various mathematical models that reproduce these ECG
signals. A primitive model was developed by van der Pol [1] by coupling simple ordinary differential equations
(ODE), which produces a signal that closely matches the sinus rhythm of ECG signal. Since then, several other
models that capture normal sinus rhythm of the heart and arrhythmia [2] have been proposed. These ODEs
are complex in nature and provide insight [3]. One such equation is the Barrio-Varea-Aragon-Maini (BVAM)
model, which is obtained from generic reaction-diffusion system describing various patterns observed in bio-
logical and chemical systems [4, 5]. Recently this model was used for producing ECGs of normal sinus rhythm
and arrhythmia [6].

In the present study, nonlinear analysis is performed on BVAM model that represents the bio-electric activity if
the heart to identify bifurcation points. For one of the control parameters, Hopf bifurcation is determined and
analytical solution is obtained using the Method of Multiple Scales. Normal forms of Hopf bifurcations are
also determined which show the variation of amplitude against a single control parameter.

Figure 1: Amplitude Response Curve for one of the state variables x1 against control parameter H , Stable Fixed Points [Black Solid
line], Analytic Periodic Solution [Blue Solid line], Numerical Periodic Solution [Red dots]

Results and Discussion

We find two stable and one unstable fixed-points prior to Hopf bifurcation point. The two stable fixed-point
solutions become unstable at Hopf bifurcation and a periodic solution emerges from the point of bifurcation for
one of the state variables as shown in figure (1). Analytical solutions are obtained for these bifurcation points.
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Abstract. The vibrations of pressure relief valves hinder the discharging process, thus, this phenomenon must be
avoided. The vibrations emerge via Hopf bifurcations, which can be either super- or subcritical. The latter case involves
bistable regions and hysteresis effect. The nonlinear analysis is essential for the exploration of the safe parameter zones.
Bifurcation analysis is provided in a wide range of parameters comparing analytical, semi-analytical and numerical results.

Introduction

Direct spring operated pressure relief valves protect systems from unsafely high pressure. Despite the crucial
safety role, harmful valve vibrations can emerge during operation leading to an insufficient discharge speed
and noise. The dimensionless mathematical model of a valve connected to a vessel is already provided in the
literature [1, 2] with the state variables y1, y2 and y3 (see Fig. 1 left):

ẏ1 = y2 , ẏ2 = −2ζy2 − (y1 + δ) + y3 , ẏ3 = β
(
q − y1

√
y3

)
. (1)

Hopf bifurcations were detected with either supercritical or subcritcal characteristics, however, detailed analysis
can not be found in the literature in view of the wide range of the parameter combinations. This work aims at
revealing the safe parameter domains of system stiffness β, damping ratio ζ and dimensionless inlet flow rate q
for fixed value of the set pressure δ. In order to guarantee the safe operation, not only the stability boundaries
and the type of the Hopf bifurcations have to be determined but also the bistable solutions are to be indicated.

Figure 1: Mechanical model, dimensionless state variables and parameters (left), result of the linear stability analysis (middle), result
of the nonlinear analysis (right)

Methods and results

As the result of the linear stability analysis, the Hopf bifurcation points define a surface in the parameter
space (q, β, ζ) shown in Fig. 1 in the middle, where the stable parameter combinations are above the surface
(ζ > ζmin). Operation with ζ > ζmin still cannot prevent vibrations, because in case of the subcritical Hopf
bifurcations, an unstable limit cycle surrounds the stable equilibrium restricting the extent of the basin of
attraction. This phenomenon leads to bistable solutions that mean coexisting stable equilibrium and stable
periodic orbit. In Fig. 1 on the right, a bifurcation type map is shown in the (q, β) plane for the bifurcation
points at ζmin by means of DDE Biftool. Blue crosses refer to the supercritical Hopf bifurcations and red
crosses show the subcritical ones. The map was checked also analytically with the help of the Hopf bifurcation
calculation including centre manifold reduction; this is illustrated by diamonds. Bifurcation diagrams were used
to detect fold bifurcations in the limit cycle branches, which can create a globally subcritical characteristic even
if the local characteristic is supercritical. The bifurcation diagrams were produced with continuation method,
by analytical Hopf calculations, and from simulations by Runge-Kutta method. The location of these possible
bistable solutions are also illustrated in the right panel of Fig. 1. In conclusion, the stable domains bounded by
supercritical stability boundaries without folds are located in the domain of relatively small values of q and β,
moreover the minimal damping ratio can be as high as an external damping is necessary for safe operation.
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Abstract. In certain dynamical systems, a phenomena is observed where emergent dynamical behavior in one part of
the system is seen to propagate into another part that is only weakly coupled to the first. This can be defined as mirroring.
To model this, we propose a multilayer system of globally coupled Kuramoto oscillators with (L+1) layers, with the first
L layers being the master layers, all of which drive the (L+1)th layer, which is the slave layer. It implies that the dynamics
of the (L+1)th layer is not only determined by it’s own properties but also affected by each of the L master layers, which
leads to the phenomena of mirroring. The properties of this model is investigated and results for mirroring in the slave
layer is derived for different values of L as a function of other system parameters and verified using simulations.

Introduction

In this work, we investigate a multilayer network of globally coupled Kuramoto oscillators with (L+1) equally
populated layers. The layers from 1 to L represent the independent master layers, whereas the (L+1)th layer
represents the slave layer (see Fig.(1a)). The dynamics of the slave layer depends not only on it’s own properties
but also on the unidirectional interlayer coupling that exists with all the master layers. Here, the focus is on
“mirroring”, where dynamical phenomena (like synchronization) in the master layers is mimicked in the slave
layer and we derive the conditions for it’s occurrence. The dynamics of each master layer is governed by the
globally coupled Kuramoto model [1], whereas the dynamics of the slave layer is described by

ϕ̇
(L+1)
i =

∑
k

λ(k)
[
ω
(k)
i +

K

N

∑
j

sin(ϕ
(k)
j −ϕ

(k)
i )

]
+
(
1− 1

L

∑
k

λ(k)
)[
ω
(L+1)
i +

K

N

∑
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sin(ϕ
(L+1)
j −ϕ

(L+1)
i )

]
for i, j = 1, 2, ..., N and k = 1, 2, ..., L. Here, ϕ(l)

i and ω
(l)
i denotes the phase and natural frequency respec-

tively of the ith oscillator in the lth layer, λ(l) quantifies the contribution of the lth master layer to the slave
layer, K denotes the global coupling strength and N is the number of oscillators per layer.

(a) Topology (nodes → layers)

2

1

2

Layer 1 synchronized

Layer 2 synchronized

(b) Variation of r(2) as a function of (K,λ)

Figure 1

Results and Discussions

Preliminary results are obtained for L=1 where we compute the synchronization order parameter [1] of the slave
layer (say, r(2)) as a function of both K and λ=λ(1) (see Fig.(1b), [2]) for a generalized Cauchy distribution of
natural frequencies [3] with different shape and scale factors. A sharp boundary in the color map is observed,
denoting the value of K=K(2)

C for which the slave layer transitions to partial synchronization. K(2)
C follows a

non-linearly increasing function in the range of λ∈(0, λC ], the analytical expression [2] for which is plotted as
a green solid line showing fair agreement with numerical simulations. For λ>λC , K(2)

C becomes constant at
K

(2)
C =K(1)

C , thus indicating mirroring. Generalization of these results for L>1 are currently in progress.
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Abstract. When the order of experimental fractional systems is unknown, frequency domain identification is typically based 

on linear least-squares (L2) methods, which often prove unsatisfactory. The main reason is that the solutions they provide are 

dense, often leading to a continuous of identified fractional differential orders, which obfuscate the very basic phenomena one 

wishes to highlight. In order to overcome such difficulty, the present work proposes the use of a L1 based nonlinear 

identification approach, which naturally leads to parsimonious identified results. This method is successfully illustrated on a 

system transfer function with both integer and fractional differential terms. 
 

Introduction 
 

Fractional models are being increasingly used in many branches of physics and engineering [1]. In this work 

we deal with the identification of fractional models from experimental Frequency Response Functions (FRFs) 

in the frequency domain ( )H i , when the integro-differential equations discrete order(s) 
n

  are unknown: 
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The linear identification procedure proposed by Hartley & Lorenzo [2] is straightforward to implement. The 

differential order continuum is discretized in the interval 
min max

[ , ]   sampled at  , so that 1, ,m M  

differential order terms are identified. The FRFs ( ) 1 / ( )k kZ i H i   are measured at 1, ,k K frequencies. 

Then, the model is formulated in and solved by the Least Squares Deviation (LSD) method: 
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Results and discussion 
 

Unfortunately, solutions provided by the LSD method are dense, producing a continuous of identified 

fractional differential orders as M  increases, which is objectionable. In order to overcome this difficulty, we 

propose to replace the LSD by the Least Absolute Deviation (LAD) method, a nonlinear L1-based 

identification approach that is sparsity-promoting, leading to parsimonious results: 

 
1

min
LAD L

 c Mc z   

We illustrate the identification results on the following test system, previously used by Hartley & Lorenzo [2]: 

 
2 1.5 0.5( ) 1( ) 1.4( ) 1( ) 1.4( ) 1Z i i i i           

with three integer and two fractional derivatives. The range of integro-differential order hypothesized for 

identification is [ 1 , 3]   , sampled at 0.1  , these conditions being highly stringent compared to [2]. The 

LAD identification is based on the Iterative Reweighted Least Squares (IRLS) algorithm [3], which can 

minimize any pL  norm. Figure 1 clearly demonstrates, not only the essential problem of the common LSD 

identification method, but also the significant improvements obtained when the sparsity-promoting LAD 

approach is used. Robustness of the identification results is currently being addressed. 

 
Figure 1: Left side - FRFs and derivative coefficients using common least-squares (L2) identification;  

Right side - FRFs and derivative coefficients using nonlinear sparse (L1) identification.  
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Abstract. In this study, the influence of a nonlinear energy sink (NES) on the vibration of a cable-stayed beam structure 

under the excitation of external harmonic loads is studied. First, a theoretical model consisting of cable, beam and NES is 

established, as shown in Figure 1. By considering the interaction between the cable and the beam, the nonlinear dynamic 

equation of the cable-beam-NES coupled system is given. Then, the partial differential equations of the cable and beam are 

discretized into a set of ordinary differential equations using the Galerkin method. The incremental harmonic balance (IHB) 

method is used to solve the system of ordinary differential equations. Finally, the effect of the NES on the structural response 

of the cable-stayed beam is investigated. Meantime, the effect of the cable-beam coupling vibration on the vibration reduction 

effect of the NES attached to the cable was analyzed. The results show that the NES has a good suppression effect on the 

vibration of both the cable and the beam. In addition, the cable-beam coupling vibration reduces the vibration reduction effect 

of the NES attached to the cable. 

Introduction 
 

With the increase of the span of the cable-stayed bridge, the corresponding cable length becomes longer and 

longer, which makes the nonlinear problem of the cable-stayed bridge more prominent [1, 2]. At present, the 

commonly used vibration reduction measure is to add a damping device to the cable [3, 4]. However, although 

NES has been widely used in various engineering fields, there is no relevant research on the vibration control 

of cable-stayed beams by NES. In addition, the cable-beam coupling vibration of cable-stayed bridges is very 

easy to occur under the excitation of external loads. Does the cable-beam coupling vibration affect the vibration 

reduction effect of NES attached to the cable? This is a real-world engineering problem that is well worth 

studying. 

 
Figure 1: Coupled vibration model of cable-beam-NES 

 

Results and discussion 

The cable-beam coupling vibration has a great negative impact on the vibration reduction effect of NES. 

Moreover, the stronger the degree of cable-beam coupling vibration, the worse the vibration reduction effect 

of the NES on the cable. In the design phase of cable-stayed bridges, the effect of cable-beam coupling 

vibration on the vibration reduction of the cable should be considered. 

The beam mainly has coupled vibration with the 1st mode of the cable. This is the main reason why the 

effect of cable-beam coupling vibration on the vibration reduction effect of the 1st mode of the cable with 

additional NES is greater than that of the 2nd and 3rd modes. 
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Abstract. This paper compares the use of two types of bifurcations to implement MEMS inertial methane sensors,
namely a cyclic-fold in the vicinity of the primary resonance and a primary Hopf in the vicinity of the subharmonic
resonance of order one-half. We experimentally demonstrate a sensitivity enhancement, by more than 40%, for the latter
over the former at the same operating conditions.

Introduction

Urban sprawl and industrial expansion are massive sources of pollution as they release large quantities of haz-
ardous waste. Detecting and monitoring pollutants are essential in environmental management and control.
Therefore, we need to deploy highly sensitive sensor arrays that can detect low concentrations of hazardous
gases. MEMS gas sensors have been a leading technology in this field over the last two decades due to their
small size, lightweight, low power consumption, and high functionality in real-time applications [1]. Re-
searchers have lately pursued bifurcation-based sensing as a means to enhance the sensitivity and robustness
of MEMS sensors by exploiting the sudden, typically large, jump in vibration amplitude experienced through
bifurcations [1-3]. Here, we experimentally report an enhancement in the sensitivity of an out-of-plane elec-
trostatic MEMS methane sensor in terms of both the amplitude of the detection signal and the shift in the
location of bifurcation frequency subsequent to methane detection, comparing two different types of dynamic
bifurcations under the same operating conditions.

 

48 Hz 

Figure 1: Subharmonic resonance before and after gas exposure

 

34 Hz 

Figure 2: Primary resonance before and after gas exposure

Experimental setup and results

The MEMS sensor, a microplate supported by two cantilever beams, was fabricated in the PolyMUMPs process
and functionalized with a potential polymer to detect methane. It was tested inside a test enclosure with an anti-
reflective glass port for optical access. The sensor was electrostatically actuated with a biased AC signal using
a function generator and a voltage amplifier. The velocity of the plate center was optically measured using a
Laser Doppler Vibrometer (LDV) and digitized using a digital oscilloscope. The time domain data were post-
processed using in-house software to obtain the frequency response. Figure 1 shows the sensor response in the
vicinity of its subharmonic resonance of order one-half, and it shows that the frequency of the Hopf bifurcation
at the left end of the non-trivial window dropped by 48 Hz upon exposure to a mixture of dry nitrogen and 50
ppm methane. Figure 2 shows the sensor response in the vicinity of the primary resonance, and it shows that
the location of the cyclic-fold bifurcation at the end of the lower branch shifted by 34 Hz upon exposure to the
same gas mixture. According to the obtained results, it appears that the Hopf bifurcation is more sensitive than
the cyclic-fold bifurcation by more than 40%.
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Abstract. Purcell’s planar three-link microswimmer is a classic model of swimming at low-Reynolds-number fluid, inspired 

by motion of flagellated microorganisms. Many works analyzed this model, assuming that the two joint angles are directly 

prescribed in phase-shifted periodic inputs. In this work, we study a more realistic scenario by considering an extension of this 

model which accounts for joints’ elasticity and mechanical actuation of periodic torques, so that the joint angles are 

dynamically evolving. Numerical analysis of the swimmer’s dynamics reveals multiplicity of periodic solutions, depending 

on parameters of the inputs – frequency and amplitude of excitation, as well as joints’ stiffness. We numerically study 

bifurcations, stability transitions, and symmetry breaking of the periodic solutions, demonstrating that this simple model 

displays rich nonlinear dynamic behavior with actuated-elastic joints. 
 

Introduction 
 

Purcell’s three-link microswimmer model has been introduced in [1]. The model consists of three rigid links 

connected by two joints whose angles 𝜙1, 𝜙2 are assumed to be controlled as phase-shifted time-periodic 

inputs. The dynamic equations of motion of Purcell’s swimmer have been formulated in [2], assuming slender 

links under low-Reynolds-number hydrodynamics, and further analyzed in many other works. The work [3] 

introduced a modified model where one joint angle is periodically actuated as 𝜙1(𝑡) = 𝜀 sin(𝜔𝑡) while the 

other joint is passive and acted by a torsion spring with linear stiffness, so that the joint torque is 𝜏2 = −𝑘𝜙2. 

The work [3] considered the case of small amplitude 𝜀 ≪ 1, where the only periodic solution of the system, 

which is orbitally stable, occurs with the passive joint angle 𝜙2(𝑡) oscillating symmetrically about zero. Using 

asymptotic expansion, the swimmer’s response as a function of the input frequency 𝜔 was studied in [3], 

showing existence of optimal frequency that maximizes the net displacement per cycle.  

In this work, we consider an extension of this model in [3], with actuated-elastic joints, whose torques are 

given as 𝜏𝑖=𝜀𝑖 sin(𝜔𝑡+𝛾𝑖)-𝑘𝑖𝜙𝑖. This input can also be written in equivalent form of a local feedback law as 

 𝜏𝑖 = −𝑘𝑖(𝜙𝑖 − 𝜓𝑖(𝑡)) where 𝜓𝑖(𝑡) = 𝜀�̃� sin(𝜔𝑡+𝛾𝑖) is a desired reference angle to be tracked.  
 

Results and discussion 

Using numerical integration of this dynamical system, we seek for T-periodic solutions where 𝑇=2𝜋/𝜔, and 

analyze their orbital stability using Poincaré map and Floquet theory. Upon varying the actuation frequency 𝜔 

and the stiffness ratio 𝑘1/𝑘2, we find pitchfork bifurcations where the symmetric periodic solution oscillating 

about mean values �̅�𝑖 = 0 becomes unstable (dashed lines) and a pair of stable asymmetric solution branches 

evolve. The results demonstrate rich dynamic behavior of periodic solution multiplicity, which also enables 

steering the swimmer’s path curvature by controlling its input frequency.  
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(a) Purcell’s three link microswimmer model with actuated-elastic joints. Bifurcation diagrams of periodic solutions branches, 

the mean value of joint angle �̅�1 as a function of varying parameter. Solid curves denote stable periodic solutions and dashed 

lines denote unstable ones. (b) Case of 0<𝑘1≪𝑘2, 𝜀2=0, varying frequency 𝜔. (c) Case of fixed frequency 𝜔 and stiffness 𝑘2, 

and 𝜀2=0, varying stiffness 𝑘1. 
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Abstract. A magnetically-actuated microswimmer model, motivated from biological microorganisms, which has two links 

representing a tail and a magnetized head is studied numerically and analytically. The links are connected by a passive elastic 

joint and the microswimmer is actuated by an external time –periodic magnetic field oscillating in plane. This simple system 

is very rich in dynamics and we identified that it may have co-existing periodic solutions, symmetric as well as asymmetric, 

and stability transitions with subcritical pitchfork bifurcations, induced by the system's parametric excitation. 
 

Introduction 
 

A leading concept for nano-swimmers actuation is using planar time-varying external magnetic field [1] which 

can be set to be    iˆ ˆs n Ωt    B x y  where , 0    are constants. A simple theoretical model for studying 

the planar locomotion of such swimmer is the two-link model proposed in [2], see Fig. 1. This model consists 

of two rigid links connected by a passive elastic joint represented as a torsion spring, and one of the links (the 

“head”) is magnetized along its longitudinal axis. The analysis in [2] focused on the case of small oscillations 

   and conducted asymptotic analysis of the motion in which the swimmer oscillates about and swims 

along ˆx  direction, which is a stable periodic solution. The analysis showed that there exist optimal actuation 

frequencies Ω  for maximizing the mean speed or displacement per cycle. In this work, we revisit the two-link 

model in [2] and extend the analysis to cases of large oscillations    and even 0  , and study also the 

“backward” solution where the swimmer oscillates about and swims along ˆx  direction. While this 

swimmer’s orientation is statically unstable (for 0,  0   ), we find that for 0  , this gives a periodic 

solution, which undergoes stability transition and subcritical pitchfork bifurcation upon varying amplitude   

and frequency Ω  of the magnetic field’s input. We analyze the backward solution numerically as well as 

analytically using asymptotic expansion and harmonic balance. Under small-angle expansion, the system’s 

dynamics can be reduced to a nonlinear 2nd order differential equation with parametric excitation, which 

resembles the well-known Kapitza pendulum system [3]. Finally, we show optimization of the swimmer’s net 

motion with respect to both   andΩ . 

 

 

 

 

 

 

 

 

 
Figure 1: The model system and the bifurcation plot which comparing numerical (color lines) and analytical findings. 

 

Results and Discussion 
 

The dynamics of the microswimmer propulsion in the backward direction gives very interesting findings. In 

the forward direction, the motion is always stable, whereas in the backward direction (  ) the swimmer 

shows stability transition with subcritical pitchfork bifurcation, upon varying a single parameter out of 𝛽, 𝛾, 𝜔. 

The swimmer can go faster in the backward direction than the forward direction and nonzero net propulsion 

exists for the case 0  . The parameter can be tuned to obtain the optimum velocity or displacement in the 

stable region, which calls for the scope of an experimental validation and gives hint towards its engineering 

applications in the future. Again,  is a very sensitive parameter in the system and the dynamics at 0 

needs further investigation to get a full picture of the nonlinear dynamics in the domain. The numerical 

approach successfully calculated the stability, bifurcation and optimum values of the swimmer’s motion for 

the fixed point around ;0 , for different range of parameters. The harmonic balance approach, very well 

predicts the symmetric and asymmetric branches of the bifurcation, and the condition for stability transition.  
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Abstract. The paper is devoted to the complete bifurcation analysis of the nonlinear dynamics of one of the most widely used 

switching power supplies – buck converter under current mode control. The applied Method of Complete Bifurcation Groups 

allows the detection of all stable and unstable periodic modes of operation, showing the complicated structure of bifurcation 

patterns and their interaction with chaotic attractors. The research aims to identify the regions in the parameter space where 

the converter could operate as a source of robust chaotic oscillations.  
 

Introduction 
 

Chaotic dynamics of electronic circuits have raised great interest for several decades. The applications range 

from embedded chaos-based cryptosystems [1], intelligent sensing [2], and secure data transmission [3] to 

chaotic computing [4] and quantum chaos [5]. One of the most topical problems is the generation of chaotic 

oscillations. Different circuits have been proposed based on classical Chua or Rossler oscillators[6], digital 

implementation of chaotic maps [7], or production defects of commonly available operational amplifiers [8]. 

However, in all cases, there is a need for additional circuitry that does not guarantee the generation of robust 

chaos. In this research, we propose to utilize the properties of switching power converters, already present in 

most electronic equipment, to operate in chaotic modes. The main goal is to apply the Method of Complete 

Bifurcation Groups to the buck converter model to identify the regions of robust chaotic oscillations where no 

stable periodic orbits occur. This would allow the utilization of SPC as embedded sources of chaotic signals 

in a wide range of applications.  

 
 

Figure 1: The complete bifurcation diagram of the buck converter under current mode control. 
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The influence of the electro-magnetic levitation and its control strategy on the vertical
stability of the Hyperloop transportation system
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∗Department of Engineering Structures, Delft University of Technology, Delft, the Netherlands

Abstract. Hyperloop is an emerging transportation system that minimises the air resistance by having the vehicle travel
inside a de-pressurised tube and eliminates the wheel-rail contact friction by using an electro-magnetic levitation system.
Due to the very large target velocities, one of its challenges will be ensuring the system stability. This study aims to
determine the velocity regimes in which the system is unstable, and, more specifically, is concerned with the influence of
the electro-magnetic levitation and its control system on these velocity regimes. This study can help engineers designing
the Hyperloop system avoid excessive vibrations that can lead to fatigue problems and, in extreme cases, to derailment.

Introduction

Hyperloop is a new emerging transportation system that is in the development stage. Its design minimises the
air resistance by having the vehicle travel inside a de-pressurised tube (near vacuum) and eliminates the wheel-
rail contact friction by using an electro-magnetic levitation (EMS) system, similar to the ones used by Maglev
trains. By doing so, it can potentially reach much higher velocities than conventional railways, thus being a
climate-friendly competitor to air transportation.
Some challenges faced by the Hyperloop system have already been identified and studied in the context of
high-speed railways. However, the much larger target velocities will most likely lead to new challenges. One
such a challenge is ensuring the stability of the system at large velocities. It is well known that the vibration of a
vehicle travelling on an elastic guideway can become unstable when it exceeds a certain critical velocity [1, 2].
Consequently, knowing the unstable velocity regimes of the Hyperloop is of high importance for its design.
This study aims to determine the said unstable velocity regimes and focuses on the influence of the EMS and
its control system on the instability velocity regimes. To this end, the Hyperloop system is modelled as an
infinite beam continuously supported by a visco-elastic foundation subject to a moving mass (Fig. 1). The
mass interacts with the guideway through a nonlinear electro-magnetic force governed by the EMS. A control
strategy is necessary to ensure stability of the system even at quasi-static velocities. A basic control strategy
(i.e., PD control) is used that includes a component proportional (P) to the air gap and one proportional to the
derivative (D) of the air gap, in which the gains of each component are kept constant. Since the PD control can
insert and extract energy from the system, its influence on the system’s stability is currently unknown.

Preliminary results

If the control gains are appropriately chosen, instability occurs at very high velocities that are beyond the target
ones, similar to high-speed railways. However, for some values that seem appropriate at low velocities can lead
to a behaviour at large velocities which is very different to the mechanical counterpart (i.e., high-speed rail).
For example, Fig. 1 shows that instability is onset slightly beyond the critical velocity, but stability is regained
at even higher velocities. This seems to be a particularity of the present system since this is not observed in
its mechanical counterpart. This study can help engineers designing the Hyperloop system avoid undesired
excessive vibrations that can lead to fatigue problems and, in extreme cases, to derailment.
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Figure 1: Schematics of the system (left panel) and eigenvalues of the linearised system versus relative velocity
(right panel).
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The influence of the frequency and velocity-dependent reaction force of the guideway
on the vertical stability of the Hyperloop transportation system
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Abstract. Hyperloop is an emerging transportation system that minimises the air resistance by having the vehicle travel
inside a de-pressurised tube and eliminates the wheel-rail contact friction by using an electro-magnetic levitation system.
This work studies the vertical stability of the Hyperloop system and its novelty lies in considering the frequency and
velocity-dependent reaction force provided by the infinite elastic guideway. Furthermore, by also modelling the secondary
suspension that connects the electro-magnetic levitation system to the vehicle, the effect of its additional damping on the
vertical stability of the overall system is investigated. This study can help engineers designing the Hyperloop system
avoid undesired excessive vibrations that can lead to fatigue problems and, in extreme cases, to derailment.

Introduction

Hyperloop is an emerging transportation system that is still in the development stage. Compared to high-
speed railway, its envisioned design presents two major improvements. Firstly, air resistance experienced by
the vehicle is minimized by having it travel inside a de-pressurised tube (near vacuum). Secondly, the wheel-
rail contact friction is eliminated by using an electro-magnetic levitation system (EMS) similar to Maglev
trains. These two major improvements lead to the vehicle potentially reaching much higher velocities than
conventional or even high-speed railways. Together with the fact that it runs solely on electricity, the Hyperloop
transportation system can become a climate-friendly competitor to air transportation.
One Hyperloop design has the vehicle suspended from top of the de-pressurised tube, with the nonlinear electro-
magnetic force acting always in attraction while the gravitational force acts in opposite direction (Fig. 1).
Following this design, the system is inherently unstable and requires a control strategy to ensure stability even
at quasi-static velocities. In the current work, a basic control strategy (i.e., PD control) is used that includes a
component proportional (P) to the air gap and one proportional to the time derivative (D) of the air gap.
This work aims to study the vertical stability of the Hyperloop system following the aforementioned design.
While the stability of similar systems has been previously studied (e.g., [1]), the novelty of this work lies
in considering the frequency and velocity-dependent reaction force provided by the infinite elastic guideway.
Furthermore, by modelling also the secondary suspension that connects the EMS to the vehicle, the effect of
its additional damping on the stability of the overall system can be investigated. The Hyperloop system is
modelled as an infinite beam continuously supported by a visco-elastic foundation subject to a moving two
degree-of-freedom oscillator (see Fig. 1).

Preliminary results

If the frequency-velocity reaction force of the guideway is not accounted for, the vehicle velocity has no in-
fluence on the system stability. Consequently, in previous studies, the feedback gains were determining the
stability of the system for the whole velocity regime. This works shows that a stable system at small relative
velocities can loose stability at large velocities. More interestingly, Fig. 1 shows that an unstable system at
small relative velocities can gain stability at higher velocities. This study can help engineers designing the
Hyperloop system avoid undesired excessive vibrations that can lead to fatigue problems and, in extreme cases,
to derailment.
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Figure 1: Schematics of the system (left panel) and eigenvalues of the linearised system versus relative velocity
(right panel).
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The effect of the mean wind force on the post-critical galloping response of shallow
cables

Daniele Zulli∗ and Angelo Luongo∗
∗ Department of Civil, Construction-Architectural and Environmental Engineering, University of L’Aquila, Italy

Abstract. The post-critical aeroelastic behavior of horizontal, suspended, shallow cables is analyzed via a continuous
model. Perturbation methods are used to obtain bifurcation equations ruling the essential behavior of the cable close to
the galloping conditions. Discussion on the post-critical dynamical evolution is given, after numerical validation of the
asymptotic outcomes.

Introduction

Cables are largely used structural elements and represent a strategic asset in many engineering applications. A
general characterization of statics and dynamics of cables is found in [1], whereas their response to wind, es-
pecially in cold regions, i.e. where an ice accretion may break the typical axial-symmetry of the cross-sections,
is usually evaluated within the Den Hartog formulation [2]. In-plane galloping analysis was performed on a
continuous model in [3]. The motivation of this paper comes from previous analysis on the critical behavior of
horizontal, suspended, shallow cables given in [4]. There, the in-plane and out-of-plane aerodynamic response
of cables was analyzed via a continuous model, also accounting for an internal damping contribution which sim-
ulates a viscous-elastic constitutive material. In particular, the effect on the galloping conditions of the swing
of the plane on which the cable lays was analyzed, giving rise to occurrence of symmetric or anti-symmetric
critical modes, independently on the sag-to-span ratio of the cable, but only related to the initial attitude of the
cross-section to the wind. Here, starting from the same model proposed in [4], the formulation is extended to
analyze the post-critical behavior, making use of perturbation methods and comparing the outcomes with those
given by numeric integration after the application of the finite difference method.

Results and discussion

Two different initial attitudes to wind of the iced cross-section of the cable are considered, namely case 1 and
case 2, keeping fixed all the other geometrical and mechanical characteristic. In particular, in case 1 the cable is
more prone to galloping than case 2. In correspondence, it is found that the critical mode, which is complex, is
anti-symmetric for case 1 and symmetric for case 2 (see Fig. 1), it being strongly dependent on the equilibrium
configuration reached by the cable in proximity of the galloping condition. This equilibrium configuration,
which defines the fundamental path, is attained on a rotated plane on which the cable lays, whose rotation angle
with respect to the vertical plane depends on the mean wind velocity. Starting from this occurrence, the post-
critical analysis is performed via the Multiple Scale Method on the continuous model, providing the relevant
bifurcation equation which allows one to describe the evolution of the shape and amplitude of vibration of the
cable for larger velocities.
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Figure 1: Critical mode of the cable for: a) case 1 ; b) case 2.
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Abstract. Generically, a local bifurcation only affects a single solution branch. Surprisingly, two supercritical pitchfork
bifurcations, of the equilibrium and the periodic solutions, were observed to occur at nearly the same value of the Reynolds
number in the “fluidic pinball” configuration. The mechanism of this non-generic coincidence is modelled and explained.

Introduction

It was recently discovered that in the “fluidic pinball” configuration, two supercritical pitchfork bifurcations
are almost coincident at a value of the Reynolds number around 70, one affecting the steady solution of higher
symmetry, the other a vortex shedding periodic regime in the wake of the three cylinders, as shown in Fig. 1
[1]. Generically, local bifurcations only affect single solution branches, e.g. either the steady solution or the
periodic limit cycle, but not both simultaneously.

Results and discussion

We investigated the reasons for this unexpected coincidence. The two branches involved, although very dif-
ferent, share certain eigenvectors and eigenvalues which can explain the coincidence of the two bifurcations.
The mechanisms involved in this non-generic coincidence, modelled and explained, suggests that non-generic
coincident local bifurcations should be found in many other instances in fluid mechanics [1].

Figure 1: Snapshot of the vorticity field in a vortex shedding periodic regime of the fluidic pinball configuration at Reynolds 80. The
three cylinders are mounted on the vertices of an equilateral triangle in a transverse flow coming from the left.
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Abstract. The influence of external damping on the dynamic behaviour of a generalized Beck’s beam is discussed in this 

work. The cantilever beam is inextensible and shear-undeformable, it is subject to the action of distributed, linear and 

nonlinear external damping (modelling the interaction with the surrounding environment), and to follower and dead loads 

applied at the free tip. Hopf bifurcation conditions are detected after a stability analysis of the initial straight configuration. 

Subsequently, the integro-differential equations of motion of the system are studied via a multiple-scale approach to assess 

the influence of the external damping on the limit-cycle that may occur once the Hopf critical load is overcome. 
 

Introduction 
 

According to the Ziegler Paradox, the introduction of a positive, vanishing linear damping into a circulatory 

system can lower the Hopf bifurcation load [1]. The visco-elastic Beck’s beam [2], namely a cantilever beam 

with distributed damping and a follower load at the free tip, is a paradigmatic example of a continuous 

system that is subject to such a paradox. Its linear behaviour has long been studied to increase the Hopf 

critical load and to improve the beam stability via external damping devices [3]. The nonlinear behaviour of 

beams of this kind with lumped devices at the free tip is addressed in [4] to investigate the system behaviour 

around the double-zero bifurcation. The influence of a distributed nonlinear hysteretic damping (of the 

internal type, due to material properties) on the post-critical scenario around the Hopf bifurcation is 

discussed in [5]. Here, we address the nonlinear dynamic behaviour of a generalized Beck’s beam, which is 

subject to the action of distributed nonlinear external damping, plus follower and dead loads at the free end.  

The influence of the parameters associated with different nonlinear damping types are discussed. Assuming 

small nonlinearities, the bifurcation equation that governs the system dynamics around the Hopf bifurcation 

is studied. The semi-analytical results obtained in this way are compared with those derivable via numerical 

approaches. These latter are also employed to address the case of moderately large nonlinearities. 

 

 
 

Figure 1: Schematic of the problem. 

 

Results and discussion 
 

The present study has shown that the constitutive characterization of the external damping can have a strong 

influence on the critical and post-critical behaviour of a generalized Beck’s beam. In particular, the choice of 

the parameters associated with the nonlinear part of the damping is crucial and may induce beneficial or 

detrimental effects on the system nonlinear response. Comparisons with the results of purely numerical 

approaches confirm the theoretical findings obtained via the multiple-scale algorithm developed within this 

study, which turns out to be a reliable tool for nonlinear dynamic analyses. This work represents a first step 

towards a more reliable design of devices to control the detrimental effects of the nonlinear damping. 
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Abstract. We compare the stability preserving properties of the Lie-Trotter, Strang-Marchuk, and symmetrically
weighted sequential splitting by evaluating the trace and determinant of the split systems in terms the trace and deter-
minant of the continuous system.

Introduction

Splitting methods are based on the decomposition of the underlying operator/matrix equation into a sum of
simpler operators/matrices and solving a chain of these simpler problems. This method is used in various fields
e.g. in fluid dynamics, for stiff systems which occur in combustion, air pollution, and reactive flow problems
etc. A good exposition of splitting methods can be found in [1, 2].
The splitting literature is almost entirely dedicated to the investigation of convergence and its order of different
splitting types. Our plan is different, we investigate the stability preserving properties.

Results

Consider the initial value problem

u̇(t) = Au(t) ,

u(0) = u0 ,

with the decomposition
B + C = A.

This results in the iteration
{
un+1 = Sun ,

u0 = u(0) ,

where for a fixed time-step δt the Lie-Trotter, Strang–Marchuk, and the symmetrically weighted sequential
splitting methods result in the operators

SLT = eBδteCδt , SSM = e
1
2
BδteCδte

1
2
Bδt , SW =

1

2

(
eBδteCδt + eCδteBδt

)
.

We worked with the simplest setting - since the literature is almost absent about the stability preserving prop-
erties of the splitting methods - when the operator A is a matrix. We consider the “natural” decomposition

A =

(
a b
c d

)
= B+C =

(
a 0
0 d

)
+

(
0 b
c 0

)
.

In [3] we obtained that the stability regions of the split systems exhibit fingers (see Figure), i.e. the stability is
not a monotonic property of the splitting timestep δt. We characterized the thickness of the stability fingers as
well as the gap between them. Both the thickness and the size of gaps grow with decreasing splitting time step.
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Abstract. The understanding of the interaction of stochasticity and nonlinearity is a key aspect of modeling complex
dynamical systems. The dynamics of physical systems with inherent uncertainties naturally evolve on a mathematical
structure defined as a manifold. Towards this, the present work proposes a new higher order geometry preserving stochas-
tic integration scheme based on Ito-Taylor expansion for stochastic dynamical systems evolving on the manifold. This
study blends the concepts of Ito calculus and the theory of Lie groups. The preservation of the geometry of the manifold
is ensured by exploiting the relation between Lie group and Lie algebra through the exponential map.

Introduction

Naturally occurring systems often have inherent randomness rendering their analysis difficult. Stochastic Dif-
ferential Equations (SDEs) facilitate the accurate modeling of such dynamical systems. The application of
SDEs for dynamical systems evolving on the Euclidean space is well established [1]. However, most of the
physical systems evolve on manifolds, resulting in the analysis of such systems quite difficult since the dynam-
ics is constrained by certain geometrical constraints [2]. Although several literature have developed integration
schemes for dynamical systems on manifold, they are mostly centered around deterministic dynamics. Litera-
ture [2] developed a stochastic Magnus expansion based geometric Euler-Maruyama (g-EM) scheme for solving
geometric SDEs. However, such lower order schemes are not suitable for solving nonlinear SDEs [1]. Towards
this, a new higher order geometric stochastic integration scheme is developed for solving nonlinear geometric
SDEs such that both stochasticity is taken into account as well as the geometry of the manifold is preserved.
Consider a geometric SDE on the manifold as, dX (t) = A (X, t)X (t) dt +

∑d
r=1Br (X, t)X (t) dWr (t),

where, X (t) is the stochastic process and dWr (t) denotes the increments of Wiener process. Considering
a stochastic Magnus expansion expansion [2], the solution is obtained as, X (t) = exp (Ω (t))X0, where,
X (0) = X0. Ω (t) is a matrix defined on the Lie algebra (space of skew-symmetric matrices) of the manifold
such that an SDE corresponding to Ω (t) can be written as, dΩ (t) = α (A,Br) dt +

∑d
s=1 βs (Br) dWs (t)

with Ω (0) = 0. Since the Lie algebra is analogous to the Euclidean space, following the development in [1],
the geometric Weak 3.0 mapping can be constructed for solving the aforementioned SDE on the Lie algebra.

Figure 1: (a) Measure of geometry preservation, (b) Comparison of global error for stochastic Keplerian oscillator on S2.

Results and Discussions

Fig. 1(a) shows the response trajectory of the Keplerian oscillator on the sphere S2 for a time step of ∆t =
0.01s. It is clearly observed that the solution using non-geometric Weak 3.0 scheme [1] drifts away from the
surface of the manifold, thus failing to preserve the geometry, whereas, the proposed geometric Weak 3.0 (g-
Weak 3.0) scheme preserves the geometry for coarser time step. Fig. 1(b), shows that the global error for g-EM
increases for coarser time step whereas, the global error corresponding to g-Weak 3.0 is significantly less, thus
reducing the computational time. The global error is defined as, log2 (max (E [Xref ])− max (E [X])).
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Abstract. The automobile windshield is always made with a curvature. The oblique angle between the wiper blade and
the windshield is called attack angle. Due to the attack angle, the wiper can easily jump up from the windshield while
wiping, then the rainwater on the windshield is wiped off incompletely. In order to reduce this situation, it is important to
clarify the dynamics of the wiper blade by taking into account the attack angle. In this study, the relationship between the
attack angle and the jumping phenomenon is examined as follows. We introduce an analytical two-link model of the wiper
blade that considers the exchange of dynamic and static friction between the windshield and the blade. Dynamic friction
negatively related to the relative velocity of the motion, and static friction expressed by using a set-valued function that
keeps the system in equilibrium. A simulation algorithm is established based on the equations of motion.

Introduction

The windshield of the automobile is generally made with a curvature to ensure excellent aerodynamic perfor-
mance and aesthetics. An angle between the symmetry plane of the wiper blade and the normal vector of the
windshield surface can be generated. Because the presence of the angle, which is called the attack angle, makes
the wiper blade jump away from the windshield during wiping, it negatively affects the driving experience and
poses a safety hazard. Therefore, it is essential to understand the dynamics of the wiper blade in consideration
of the attack angle to avoid the jumping phenomenon. Lancioni et al. [1] conducted numerical analysis to
elucidate how the attack angle affects the wiper blade to produce the jumping phenomenon. In addition to the
slip state and stick state, the free flight state after jumping was analyzed. They found that a chattering of about
100 Hz was produced, indicating that this is a complex vibration that mixes the above three different states of
motion. However, the wiper blade was only modeled with one link.
In this study, an analytical two-link model which takes into account the attack angle [2] is introduced. A
numerical calculation program based on the equation of motion of this model is developed. The slip and stick
states are distinguished by the difference of dynamic and static friction. Also, two states where the shoulder
contacts to the head or not are considered. In the transitions between these different states, the transition times
are exactly derived by the slack variable method [3]. Furthermore, in the state subject to the static friction, the
Baumgarte’s stabilization method [4] is employed in the numerical calculation program.

Results and discussion

This program can calculate the dynamics of the motion of wiper blade with attack angle in one round trip.
Some numerical results depending on the attack angle are shown in Fig. 1. Figure 1(c) shows the changes in
the angles of two links θ and ϕ with attack angles of 10 degrees. It can be confirmed that the angles becomes
0 at the same time during the wiping process, which means both links are perpendicular to the wiping surface,
and at this time the calculation program stops because of the jumping phenomenon. However, as shown in Figs.
1(a) and 1(b), the jumping phenomenon does not occur where the attack angle is 0 and 5 degrees. It can be
concluded that the two links of the wiper blade becoming perpendicular to the wiping surface during the wiping
process is the reason of the jumping phenomenon.

Figure 1: Numerical calculation results of the angles of the two links with different attack angles. (a) attack angle = 0°; (b) attack angle
= 5°; (c) attack angle = 10°
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Abstract. Following our previous work on the Udwadia-Kalaba (U-K) dynamical formulation as applied to musical
instruments, we explore here the possibility of modeling the vibro-impact string motions in fretted instruments. The frets,
distributed along the fingerboard, are modelled in terms of auxiliary oscillators intermitently coupled to the string allowing
different types of contacts. Illustrative numerical simulations are presented by considering a fretted monochord.

Introduction

The nonlinear interaction of a vibrating string against an obstacle has recently called for a large body of research
for simulation and sound synthesis of stringed musical instruments. For modelling contact, most of the methods
presented so far adopt a penalty approach together with sophisticated discretization methods [1, 2, 3], or nu-
merical techniques from nonsmooth contact dynamics [4]. Alternatively, the present authors demonstrated that
reliable simulations of flexible systems involving point-constraints, either linear [6] or intermittent [7], can be
carried out by using the Udwadia-Kalaba equation [8], which expresses the dynamics of the constrained system
through a single dynamical matrix equation including constraints. Following our efforts in musical instrument
simulation, this work places the focus on the implementation of the string nonlinear impact interactions with
the multiple frets of a guitar within the modal U-K framework.

Figure 1: Computed snapshots of string motion against a set of 19-fret (distributed to allow chromatic playing) on a fingerboard together
with the computed contact forces.

Results and discussion

The contact force is computed at each time step from the string modal motion and its calculation includes a
condition of constraint release when the contact force changes from compression to traction. To deal with
the spatial extent of the system, we keep track of the current contact configuration, and update the constraint
matrix whenever a contact is detected or released. Because constraints are applied at the acceleration level, an
accumulative drift can be observed in the computed motion and special care has been taken in the numerical
integration by implementing the constraint violation elimination technique [9]. Figure 1 presents simulations
results, where patterns in the contact force are highlighted, that seem quite realistic as are the resulting sounds.
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Abstract. The two body central force orbit can be solved exactly only for the gravitational and simple harmonic
oscillator potentials. When one discusses nonlinear oscillators, the trajectory in space-time can be found by various kinds
of perturbative techniques- one of the most prominent ones being the Lindstedt-Poincare perturbation theory. In this work
we show that a Lindstedt–Poincare like perturbation theory can be set up for the shape of a general central force orbit by
working round a circular orbit. One also gets an answer for spatial frequency by this process. The effectiveness of our
technique is checked against numerical simulations.

Introduction

We consider the dynamics of a particle of mass ‘m’ moving in a central force field where the force is taken to
be of the form F = −mλr−n, where n is any number such that bound orbits exist. The distance of the particle
from the center of force is ‘r’ and ‘λ’ is the interaction strength. The conservation of the angular momentum
(magnitude ‘l’ per unit mass) restricts the particle to a plane. In terms of the polar co-ordinates ‘r’ and ‘θ’ , we
have (u = 1/r)

d2u

dθ2
+ u =

λ

l2
un−2 (1)

Our perturbation theory is set up around the circular orbit characterized by u0 = ( λ
l2
)

1
3−n . The energy of the

orbit is Ec =
1
2 l

2u20
n−3
n−1 . Appropriate modifications are necessary for n = 1. The deviation u1 from the circular

orbit defines the dimensionless quantity X = u1
u0

. The variable X satisfies the dynamics
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dθ2
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The energy is expressed in terms of X as

∆E = E − Ec =
1

2
l2u20

[(
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n− 1

{
(1 +X)n−1 − 1

}]
(3)

We have thus reduced the orbit equation formally to an anharmonic oscillator equation with coordinate X and
timelike variable θ. The order of perturbation theory is determined by how many powers of X is retained. In
some ways this is another example of a traditional perturbation theory being used in an unexpected situation
[1].

Results and Discussion

The orbit upto second order in ϵ is (initial conditions suitably chosen)

u =

(
λ

l2

) 1
3−n

[
1− ϵ2

n− 2

4
+ ϵ cos

(√
3− n θ

)
+ ϵ2

n− 2

12
cos

(
2
√
3− n θ

)]
(4)

One gets a spatial frequency Ω =
√
3− n within this order. We get corrections to this as we go to higher order.

Note, ϵ is the order of amplitude of X and hence is the perturbation parameter. Our results agree with the exact
solutions for n = 2 and n = −1. The comparison between our perturbation theory result and the numerically
obtained trajectory, spatial frequency is shown in Figure 1.

(a) (b)
Figure 1: (a) Plot of 1

r as a function of θ for n = 1, ϵ = 0.5, u0 = 1 (b) Plot of Ω as a function of ϵ for n = 2.5
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Abstract. The dynamic behavior of a one degree-of-freedom oscillator, subject to stick-slip and wear phenomena at
the contact interface with a rigid substrate, is investigated. The motion of the oscillator, induced by a harmonic excitation,
is influenced by the tangential contact forces, exchanged with the rigid soil, which in turn depend on specific nonlinear
constitutive models considered to account for stick-slip phenomena due to friction as well as wear due to abrasion. The
nonlinear ordinary differential equations governing the problem are derived, whose solution is numerically obtained. In
this context, the effect of the different interface models on the nonlinear dynamics is extensively analyzed and discussed.

Introduction

Detailed engineering design requires the study of specific mechanical behaviors: this is the case of in-contact
bodies. In particular, it becomes a key aspect when interface phenomena such as friction and abrasion take
place. In this context, it is thus necessary to formulate richer constitutive models that have to account for the
in-time evolution of the interface [1, 2]. The description of stick-slip phenomena due to friction and wear due
to abrasion, has been addressed in several studies. New interface models are derived in the general framework
of the Thermodynamics of the irreversible processes and account for suitable internal variables of phenomeno-
logical type, grounding the formulation of the wear process in the context of Damage Mechanics [3]. Such
models have been adopted in [4] to investigate the behavior of elastic bodies in tangential contact with a rigid
substrate in discrete points, under quasi-static loading conditions. Motivations of this study rely on the fact that
the contact modeling of complex interface behaviors has mostly been conducted in statics, and therefore further
efforts can yet be conducted to investigate dynamic regimes, besides some examples can be found in e.g. [5, 6].
The nonlinear dynamic problem has been here addressed with reference to a rigid block, schematically rep-
resented in Fig. 1-a, subject to a harmonic load, whose motion gives rise to tangential stresses, evolving in
time according to the nonlinear constitutive laws of [3] and sketched in Figs. 1-b,c, without and with wear,
respectively.

(a) (b) (c)
Figure 1: Oscillator in tangential contact: (a) structural scheme; (b) no-wear models; (c) wear models.

Results and Discussion

In the analyzed case, due to the nature of the constitutive equations, it is not possible to a priori know the
steady-state response, since it strictly depends on the transient phase. Therefore, a numerical solution strategy
is adopted to solve the nonlinear non-smooth ordinary differential equations. The frequency-response curves
are the obtained to evaluate the system behavior under different excitation frequencies. Results show that the
effect of the interface allows to dissipate the energy introduced by the excitation and the equivalent dissipation
capacity strongly depend on the type of contact law.
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Abstract. We propose the use of a Variational Auto-encoder (VAE) with Long Short-Term Memory Neural Networks
(LSTM) for the unsupervised learning of the dynamics of a nonlinear vibrational structure. We then show our model
has learned the parameters of the structure by passing unit impulses through the encoder and decoder networks to obtain
pseudo-impulse responses that mimic the true impulse responses of the structure. Our model is validated on a two-story
shear frame with hysteric links to shown that our method generalises to nonlinear dynamics. Furthermore, we show that
the inferred latent features can be used for auxiliary tasks, such as anomaly detection. In the case of the two-story shear
frame, we introduce different types of structural damage through shifts in the elastic and hysteretic system properties.
These damages prove easily identifiable when looking at the latent features learned by the VAE.

Introduction

Structural monitoring of engineered systems experiencing nonlinearities, e.g. geometric [1] or material [2], is
non-trivial. While advances in Internet of Things (IoT) technologies have allowed for gathering of massive
amounts of heterogeneous data, nonlinearity remains challenging to characterize, especially since most of the
collected data is not labeled. This hardens the application of off-the-shelf machine learning tools, which rely
on supervised learning paradigms. For accomplishing the task of anomaly detection on nonlinear systems, we
here turn to unsupervised machine learning methods, such as VAEs to extract the intrinsic physical properties
of a nonlinear structure.
From the latent representation learned in an unsupervised manner, we seek to solve two inverse problems: the
recovery of the original excitation of the system and the geometry of the structure expressed in its modes.
Once we have shown that our model has indeed encoded both these properties, we use the reduced features
for discriminant tasks, such as anomaly detection. We validate the proposed scheme on a simulated two-story
benchmark frame comprising multiple hysteric joints [3]. The bottom links are excited with a parameterized
synthetic ground motion database [4]. Once the features are learned by the VAE, different types of anomalies
are classified, which arise from structural damage.

Figure 1: The autoencoder is trained to reconstruct the earthquake excitation acceleration histories of the system. Its latent features
allow us to distinguish healthy from unhealthy structures.

Results and discussion

Once our model has been fully trained on the target dataset, we trigger the encoder and decoder networks to
obtain pseudo-impulse responses of the VAE. The outputs under the trigger show close resemblance to the
impulse response of the system. Future work will include the use of domain-adaptation techniques to reuse the
features that were learned for real datasets, comprising too few samples to directly train a neural network.
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Abstract. In this article the quasi-projective synchronization (QPS) of time-varying delayed complex-valued Cohen 

Grossberg Neural Networks (CGNNs) with mismatched parameters has been studied. As complete projective 

synchronization is impossible due to parameters’ mismatches and projective coefficient, a drive has been taken to 

achieve quasi-projective synchronization of distinct complex-valued CGNNs. The purpose of this study is to find a 

criterion for quasi-projective synchronization of two non-identical CGNNs by constructing a suitable controller and by 
using direct method. The important contribution is to estimate the bound on the synchronization error. Some sufficient 

criteria for synchronization between master and response systems are also established. The efficiency of the proposed 

method is justified through numerical simulation applied to a specific example. 

 

INTRODUCTION 
So far numerous synchronization results have been developed such as anti-synchronization, complete synchronization, 

quasi-synchronization, projective synchronization, and multi-synchronization. Among the existing synchronization 

schemes, projective synchronization stands out as a significant feature of proportional synchronization of master and 

response systems. It can be used for the sake of fast communication like an extension of binary digits to M-nary digital 

communications [1]. The error during the implementation of practical synchronization does not always approach to zero 
with time, but fluctuate within a small range, which is called QPS [2]. This phenomenon is produced by several 

unavoidable factors, including non-identical parameters, projective coefficient, controller etc. In the research article [3], 

two real valued systems were formed separating the real and imaginary parts of complex valued functions and then with 

the help of these two real valued systems, criteria for stability and synchronization are obtained. The method of 

converting a complex system into real system not only increases the computational time but also complicates the 

theoretical analysis and complexity of the results. To avoid this problem it is better to discuss the synchronization 

problem of CVNNs by using the Direct method. 
 

Results and discussion 
A sufficient criterion is established for ensuring QPS between master and response systems with mismatched parameters. 

The upper bound of the synchronization error is estimated, as well as the connection between it and the controller 
parameter given in this article. Figs. 1 and 2 show QPS and quasi-synchronization between master and response systems 

with mismatched parameters, respectively. The article shows that the estimated upper bound depends on the projective 

coefficient 𝑘. As a result, the bound can be regulated by choosing the suitable controller parameter. The relevant 

evaluation is shown in the reference [1]. In [1], the projective coefficient 𝑘 is a real positive constant, but in our case 

projective coefficient 𝑘 is a complex number  and there is no restriction on 𝑘. Hence, our conclusions are more generic. 

Also, Fig. 3 depicts the complete synchronization of two identical systems. 
 

Fig. 1 Fig. 2 Fig. 3 
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Abstract. The purpose of the following study is to present a force-based macroelement for the static and dynamic analysis 
of the in-plane response of masonry panels. The nonlinear behaviour of masonry is described by a constitutive model based 
on the Bouc-Wen hysteretic formulation modified with the introduction of damage and flexibility increase by means of two 
scalar variables that regulate the rate and type of degradation. Damage is considered as a reduction of the hysteretic force, 
while flexibility increase is modelled through an enlargement of the elastic displacement, both depending on the dissipated 
energy. The aim is to give a more accurate representation of the strength and stiffness decay these walls undergo when 
subjected to cyclic loadings and to better represent the loading and unloading branches of the response curves. To investigate 
the effect of the degradation in the dynamic field, the behaviour of both a slender and a squat wall is analysed under harmonic 
excitations.  

Introduction 
 

A large part of the architectural heritage throughout the world is built using traditional materials. Among these, 
masonry is the most widely spread, and is still nowadays largely studied. Its fascinating and complex 
behaviour, due to the coupling bricks or blocks with mortar, together with the high uncertainty caused by the 
failure mechanisms occurring during cyclic and dynamic actions, has deserved the application of numerous 
formulations to reproduce its mechanical response. The Bouc-Wen hysteresis [1] has proved to be a reliable 
tool for the representation of the cyclic response of masonry, especially when modifications are introduced to 
account for the onset and propagation of damage [2,3]. 
The formulation already presented in [2] is here enhanced with the introduction of flexibility increase, 
depending on the dissipated energy and a scalar variable that regulates the rate of the stiffness degradation, for 
a more accurate description of the stiffness and strength decay observed in experimental tests. 
The proposed macroelement, originally formulated in [3], uses the modified Bouc-Wen law to model the 
nonlinearity of masonry in a shear link and two lumped flexural hinges that are in series with an elastic beam 
element. Pinching and the high initial stiffness that characterize slender panels are also taken into account by 
the flexural hinges thanks to the introduction of a nonlinear elastic and an elastic negative device, respectively. 
Regarding the dynamic formulation, the lumped mass matrix and classical Rayleigh damping are implemented 
consistently with the equilibrated force-based approach adopted for the formulation of the macroelement. 

 
 

Figure 1: Modified Bouc-Wen model with damage and flexibility increase a); structure of the flexural hinge of the macroelement b). 
 
 

Results and Discussion 
 

Both the static and dynamic behaviour of masonry walls are investigated, considering two different geometric 
configurations, namely a slender and a squat panel. A good agreement of the static response compared to 
experimental results presented in literature is highlighted. Moreover, the impact of damage and damage with 
flexibility increase is investigated with respect to the classical Bouc-Wen model and the elastic case, with the 
aim of examining the performance of the model in the dynamic field, specially focusing on the influence of 
damage mechanisms on the dynamic characteristics of the structural response.  
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Abstract. We provide closed-form expressions to evaluate the generalized work done by a generalized hysteretic force,
simulated by using a recently formulated model denominated Algebraic Model. Such expressions are valid over a generic
generalized displacement interval and are used to simulate the cyclic hardening and softening phenomena observed in
many mechanical systems and materials. In addition, we also provide closed-form expressions for evaluating the work
done by the generalized hysteretic force when a full cycle of generalized displacement is assigned.

Introduction

Modeling of cyclic hardening or softening phenomena affecting the hysteretic response of mechanical systems
and materials needs to take into account several complex aspects; consequently, it is quite difficult to formulate
a single model adopting few parameters. Over the years, many authors presented different models to reproduce
such complex responses, as those characterized by cyclic degradation phenomena [1] and nonlinear kinematic
hardening [2]. In this regard, we present an extension of the Algebraic Model (AM) described in [3] in order to
accurately simulate cyclical hardening/softening phenomena. Such a model is computationally efficient, being
based on closed-form expressions, and adopts parameters having a clear mechanical meaning.

Results and Discussion

Figure 1 shows the comparison between the analytical and experimental results obtained by using the proposed
AM in two different cases. In particular, Figure 1a shows the results obtained by modeling the cyclic hardening
hysteretic behavior exhibited by an annealed OFHC (oxygen free high conductivity) copper material when an
axial sinusoidal strain is applied with a frequency of 0.008 Hz and an amplitude of 0.74. [4]. Moreover, Figure
1b illustrates the results obtained by modeling the cyclic softening hysteretic behavior exhibited by the Fujian
standard sand when a transverse (shear) sinusoidal displacement is imposed with a frequency of 0.002 Hz, an
amplitude of 10 mm, under the effect of a normal stress of 90 kPa [5].
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Figure 1: Comparisons of analytical and experimental results obtained for an annealed OFHC copper [4] (a) and a Fujian standard sand
[5] (b) under cyclic loading.
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Abstract. The variable-coefficient harmonic balance method (VCHBM) approximates quasi-periodic solutions by using a 
variable-coefficient Fourier series. In this work, VCHBM for tracking the quasi-periodic solutions with two irrational 
frequencies is improved from two aspects. First, a new formulation for alternating Frequency-Time method is proposed for 
VCHBM so that the time-consuming symbolic operations are avoided and the computation efficiency is enhanced. Secondly, 
a phase condition and a frequency condition are introduced into the arc-length continuation method to make VCHBM robust 
and effective. Numerical examples show the validity of the proposed improvements. 
 

Introduction 
 

Quasi-periodic responses widely exist in nonlinear dynamical systems, which arise under a quasi-periodic 
excitation or even under a single frequency excitation. Harmonic balance method (HBM) has been 
successfully applied to evaluate the periodic motions of nonlinear dynamical systems. Recently, multi-
harmonic balance method (MHBM) [1] and variable-coefficient harmonic balance method (VCHBM) [2] are 
proposed as the extensions of HBM to quasi-periodic solutions. Since all the frequencies base are the 
prerequisite for MHBM, which is often unrealistic under a single frequency excitation. In comparison, 
VCHBM is relative robust in evaluating such a quasi-periodic response. However, the ways in implementing 
Alternating time-frequency method (AFT) and arc-length continuation (ALC) in VCHBM have flaws. Thus, 
improvements are proposed in order to make VCHBM more efficient and robust. 
 

Results and discussion 
 

For a non-autonomous nonlinear system with n -DOFs governed by the differential equations: 
( ) ( ) ( ) ( , ) ( , )nlt t t t    Mx Cx Kx f x x e ω 0   . 

The quasi-periodic responses with two irrational frequencies are approximated by variable-coefficients 
harmonic balance method with a Fourier series 
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sequentially, the differential equations are eventually transformed into the 1 2
VC VCL Ln -dimensional nonlinear 

algebraic equations in the frequency domain as 1 2 VC 1 2 VC( , , ) ( , ) ( )      R Z A Z F Z E 0  [2]. 
 

In order to enhance the efficiency of AFT in determining the Fourier coefficients of the nonlinear forces, a 
procedure of two-step DFT and two-step inverse-DFT are proposed as shown by Fig.1(a). Two 
transformation matrices 2

VCΓ  and 1
VCΓ  of DFT and their inverse of i-DFT are updated at each step of the 

iterations in order to avoid the time-consuming symbolic operations. In order to achieve a robust solution 
track of quasi-periodic responses with respect to a free parameter, after two steps of tangent prediction and 
orthogonal correction of ALC are briefly reviewed, two supplemented constraint conditions, namely 
frequency condition and phase condition, are introduced (see Fig.1b). Especially, the phase condition 
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I Z I Z I Z    based on an alternate phase condition [3] guarantees a unique quasi-

periodic solution with a fixed phase shift and makes VCHBM robust and effective. 
 

 
 

Figure 1: a) A segment after segment processing technique for AFT; b) A phase condition and a frequency condition for ALC 
 

A SDOF Duffing oscillator system with a quasi-periodic excitation and a 2DOFs nonlinear energy sink (NES) 
system with a single frequency excitation are studied as examples to show the feasibility of the proposed new 
formulation for AFT and a more reasonable supplemented constraint condition for solution continuation. 
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Abstract. We introduce a new technique that provides relatively simple approximations for the free and forced vibration
response of weakly nonlinear systems, including those with asymmetric restoring forces. For free vibration, it captures the
correct amplitude-frequency dependence, including cases of non-monotonicity. The method can also be used to determine
the steady-state response of damped, harmonically driven vibrations, including stability results. The method is a blend of
a first order perturbation calculation with higher order harmonic balance (HB), carried out by amplitude expansions. The
HB aspect of the method captures information about higher harmonic overtones and the constant (DC) offset. General
results are derived for an asymmetric system with up to quintic nonlinear stiffness terms. The results are validated using
simulations. This approach will be useful for analyzing a variety of system models with polynomial nonlinearities.

Introduction
We consider weakly nonlinear vibration models with asymmetric restoring forces of the form

ẍ+ 2Γẋ+ ω2
0x+ α2x

2 + α3x
3 + α4x

4 + α5x
5 = F cos(ωt) (1)

which arise in numerous applications. The structure of the steady state forced vibration response curves of
such systems depends on the amplitude-frequency backbone curve obtained for free undamped (F = 0,Γ = 0)
vibrations. These backbones can exhibit non-monotonic amplitude-frequency relationships. Accurate descrip-
tions of such a backbone curve and of the forced response typically require tedious calculations, e.g., higher
order perturbation methods (cf. [1]) or the use of action-angle coordinates (cf. [2]). In the present work we
derive a method that is a combination of higher order HB and first order averaging to obtain accurate results for
these systems with significantly less effort.

Results and Discussion
The solution process proceeds by assuming that the response is dominated by the fundamental harmonic with
slowly varying amplitude a and phase ϕ. It is also assumed that the amplitudes and phases of the higher
harmonics (HH) and the constant offset (DC) adiabatically track (a, ϕ) and have transients on a timescale that
is neglected in the analysis. The HB method is applied using amplitude expansions, which provides closed
form results for the DC and HH terms. These are then used in a standard first order averaging formulation to
obtain the slow flow equations

ȧ = −Γa− F

2ω0
sinϕ, ϕ̇ = ω0 − ω +

3γeff
8ω0

a2 +
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16ω0
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2aω0
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It is important to note that these equations do not correctly capture the transient dynamics of (a, ϕ), but accu-
rately predict their steady state values and their stability.
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Figure 1: Sample response curves.

The backbone curves are described by the ϕ̇ equation with F = 0, ω = ω0.
Sample response curves obtained from this method for a model with only
quadratic and cubic nonlinearities are shown in the Figure (details will be
provided in the presentation). The stable (unstable) branches of the re-
sponse curves are denoted by solid (dashed) curves. The symbols ▶ and ◀
indicate the fundamental harmonic amplitude of the steady-state obtained
from simulations from sweep-up and sweep-down, respectively, obtained
by time integration of Eq.(1) and computing the fundamental harmonic of
the steady-state response. Note that the non-monotonicity feature of this system is not captured by standard
second order perturbation methods, which provide only the γeff term [3]. The example demonstrates the ability
of the method to capture non-monotonic behavior using a first order perturbation method. This method will be
useful for describing the frequency response of asymmetric systems in terms of physical system parameters.
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A general co-simulation approach based on a novel weak formulation at the interface 
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Abstract. Co-simulation methods are widely used to enable global simulation of a coupled system via composition of 

simulators. In this work, the focus is initially placed on a new scheme for the numerical integration of each subsystem, since 

the corresponding accuracy constitutes a keystone for the correct solution of a decomposed model. Subsequently, the new co-

simulation techniques are presented. Specifically, a novel coupling strategy for satisfying the coupling conditions in their 

integral (weak) form, in the time domain, is proposed. This formulation constitutes a general framework for the generation of 

coupling condition schemes with varying accuracy and stability properties, based on the choice of basis and order of 

polynomials for the quantities involved. Finally, the methods presented are applied to a linear oscillator model and a couple 

of nonlinear pendulum models. Even though the models examined are relatively simple, the methods developed have general 

validity and can be applied for coupling arbitrary multibody or structural solvers. 
 

Introduction 
 

Co-simulation or solver coupling has already been utilized extensively in numerous engineering fields [1]. The 

core idea consists in a decomposition of the global mechanical model into two (or more) submodels. The 

different subsystems are connected by coupling variables, which are exchanged only at the macro-time (or 

communication) points. Among these points, the subsystems integrate their dynamics independently, using 

their own solver. Generally, the subsystems are coupled by physical force/torque laws (applied forces/torques) 

or by algebraic constraint equations (reaction forces/torques) [2]. Furthermore, co-simulation approaches are 

subdivided into explicit, implicit and semi-implicit methods. Finally, concerning the decomposition of the 

overall system into subsystems, three different possibilities are distinguished. Namely, force/force, 

force/displacement and displacement/displacement decomposition [2, 3]. 
 

Results and discussion 
 

The new methods were initially applied to a linear oscillator model with two masses, constrained with a fixed 

joint, as depicted in Figure 1 (a). Then, nonlinear models of a single and a double pendulum were investigated 

with respect to the new numerical integration and co-simulation techniques, respectively. Within this study, 

the main emphasis is placed on verifying the accuracy of the schemes proposed. More specifically, a detailed 

analysis of the convergence and numerical error behavior is carried out in the aforementioned models. Typical 

results are presented in Figure 1 (b). Even though the models examined are relatively simple, the results 

obtained demonstrate the validity and accuracy of the new numerical integration and co-simulation techniques. 

Based on this, the new methods are currently extended and applied to complex structural and multibody 

dynamic systems. 
 

 

 
 

Figure 1: (a) A linear oscillator model and (b) typical numerical results for a nonlinear pendulum model 
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Abstract. This work proposes a computational approach that has its roots in the early ideas of local Lyapunov exponents,
yet, it offers new perspectives toward analyzing these problems. The method of interest, namely abstract dynamics, is an
indirect quantitative measure of the variations of the governing vector fields based on the principles of linear systems. The
examples in this work, ranging from simple limit cycles to chaotic attractors, are indicative of the new interpretation that
this new perspective can offer. The presented results can be exploited in the structure of algorithms (most prominently
machine learning algorithms) that are designed to estimate the complex behavior of nonlinear systems, even chaotic
attractors, within their horizon of predictability.

Introduction

An interesting idea in the analysis of nonlinear dynamics that stems from the case of linear systems is the notion
of Lyapunov exponents. Lyapunov exponents are a measure of the exponential divergence of the trajectory from
its original path upon experiencing an infinitesimal disturbance [1]. The Lyapunov exponents are characteristics
of the attractor and determine the general expansion or attraction of the motion in the long run and are global
properties that are independent of the trajectory if the dynamics is ergodic [2]. In sharp contrast, the idea of
local Lyapunov exponents (LLEs) attempts to truncate the global approach of the Lyapunov exponents to the
case of the divergence of infinitesimally perturbed trajectories in a finite (and mostly short-term) time interval.
This idea is of significant importance when the short-term behavior of nonlinear dynamics is of interest. For
many chaotic systems, such as the models of climate and economic dynamics, long-term prediction is proven
to be impossible and frankly unnecessary but short-term predictions play a critical part [3].
The contribution of this work is the observation of patterns, and more specifically, dependencies in the eigen-
values of the Jacobian matrix when evaluated along the trajectory of the system. This observation stems from
the fact that contrary to previous works, the time evolution of the eigenvalues is not the primary target but their
relative behavior is examined. It is then observed that in nearly all the examples, there are areas, in the space
of these eigenvalues, called the abstract dynamics space, where the eigenvalues vary linearly. Additionally, the
one-to-one mappings of the eigenvalues to the trajectory of the state variables indicate an area-to-area mapping.

Results and Discussions

The results of this study indicate the existence of a level of order, although limited, in the response of certain
chaotic systems that was not known before. The identification of this limited order can ease the local estimation
process of chaotic attractors and may, in the most optimistic case, enable the obtainment of their analytical
responses. Moreover, the results of this paper demonstrate the fading of the transient response of certain
dynamical entities when the system is observed through this methodology. Inexorably, this can advance and
simplify the identification process of numerous systems using raw numerical data. The scope of the applications
are not limited to these two examples and more will be discussed in the full manuscript. Figure 1 demonstrates
the abstract dynamics of the Lorenz attractor and it can be observed that the motion moves on a cardinal line
for an extended period which has several implications.

Figure 1: Abstract dynamics of the Lorenz attractor indicating a level of order in certain portions of the motion.
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Abstract. In models for the dynamics of the milling process, the characterization of the chip thickness plays a central
role. In this abstract, we develop an alternative model for the computation of the chip thickness. The chip thickness
is computed using (i) a surface function describing the evolution of the milled surface and (ii) the information about
the shape of the workpiece. Combining a partial differential equation (PDE) governing the surface function with the
ordinary differential equations (ODE) governing the tool dynamics, a mixed PDE-ODE model formulation is proposed
to describe the milling process dynamics. Compared with the classical delay differential equation (DDE) formulation for
milling dynamics, this novel formulation is more accurate because less assumptions have been made to compute the chip
thickness. Case studies show that the two formulations generally agree well with each other. However, a sizable difference
on predicted limit cycles, characterizing the periodic tool motion, occurs when the axial depth of cut is relatively large.
This PDE-ODE formulation brings a novel perspective for analyzing milling processes as well as a means to assess the
validity of models that based on DDE formulation.

Introduction

Dynamic models of the milling process can be classified into two classes [1]. Class I models only consider the
movement of the tool and formulate the regenerative effect in terms of the current and specific previous positions
of the tool. The majority of Class I models are formulated mathematically in terms of a delay differential
equation (DDE) [2, 6]. In contrast, the Class II models simulate both the tool motion and the machined surface
around the tool [1]; they provide a more direct way to compute the chip thickness. However, the published Class
II models focus on the numerical discretization of the surface without an explicit mathematical framework,
unlike the DDE formulation for Class I models. The aim of this work is to formulate the governing equations
underpinning the Class II models. Inspired by the partial differential equation (PDE) approach [3, 4] recently
developed to describe the evolution of the machined surface in the turning process, the authors formulated a
PDE that governs the evolution of the machined surface in milling [5]. Here this PDE is combined with a
system of ordinary differential equations (ODE) governing tool dynamics, thus resulting in a mathematical
formulation of the Class II milling models.
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Figure 1: Limit cycles of tool center vibration: (a) radial immersion ae=100%, depth of cut ap=1 mm, (b) ae=10%, ap=1 mm, and (c)
ae=5%, ap=20 mm. Spindle speed 30000 rpm, feed rate 0.2 mm/tooth, details of the model parameters can be found in reference [6].

Results and discussion

Case studies have been carried out to compare the proposed PDE-ODE formulation and the classical DDE
formulation on specific examples described in [6]. Fig.1 illustrates the limit cycles of tool vibration for three
different cases. The two formulations agree with each other when the depth of cut is small. However, the
limit cycle predicted by the PDE-ODE formulation is more accurate when the axial depth of cut is large, which
is because the simplifications made in the DDE formulation is avoided in the PDE-ODE one. The proposed
formulation serves as the mathematical foundation of the Class II models and brings a new perspective for
analyzing the milling process.
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Abstract. Numerical modelling of mechanical response of slender and flexible structures characterized by initiation and
propagation of damaged bands involving geometrical and material nonlinearities often results in instabilities. The adopted
numerical solution methods become sensitive close to the critical points while investigating such responses. In the present
work, we address the problem of strain localization and the dynamic behaviour of the beam-like structural elements at
both pre- and post-critical load levels.

Introduction

In the analysis of slender flexible structures undergoing complex deformation, the precise prediction of the
mechanical response in the post-critical regime poses a serious challenge for computational methods especially
when describing the demanding phenomena such as softening within mathematical constitutive models. The
present work focuses on the phenomenon of strain localization in beam-like structural elements which occurs
when a material dependent critical condition is reached at some material point of the solid body that results in
discontinuities in strain/displacement fields within a thin narrow band. The present work aims at the investi-
gation of dynamic response of the structure undergoing softening at a localized cross-section using the novel
energy preserving velocity-based finite element formulation by Zupan and Zupan [1] where typical problems
associated with rotational degrees of freedom are completely avoided. The computational advantages of the
formulation are preserved after the efficient detection of critical load level and the post-critical treatment of
localized strains are implemented into the formulation.

Methodology

The system of governing equations for a three-dimensional Cosserat beam is a set of nonlinear partial differen-
tial equations which are as follows [1]:

n′ + ñ = ρAv̇, (1)

M ′ +K ×M + (Γ − Γ 0 )×N + q̂∗ ◦ m̃ ◦ q̂ = Ω × JρΩ + JρΩ̇ , (2)

where prime(′) denotes the derivative with respect to x and dot (·) denotes the derivative with respect to time,
ñ and m̃ are the external distributed force and moment vectors per unit length, ρ is the mass density and
Jρ is the mass moment of inertia of the cross section, N and M are the vectors of stress resultant force
and moment respectively, v and Ω are the velocities and angular velocities, Γ and K are the vectors of
translational and rotational strains respectively. In the above equations, the quantities in the fixed basis are
denoted in lower case notations and vice versa. The time discretization employed here is based on the midpoint
rule while the spatial one is based on Galerkin finite element method. The primary unknowns are chosen to
be the velocities and angular velocities due to their numerical advantages of additive-type update procedure
and consistency of standard additive-type interpolations when expressed in appropriate reference frame. The
proposed methodology performs well and gives accurate results for problems with strain softening.

Figure 1: (a) Configuration of the cantilever beam, (b) stress-strain relationship, (c) variation of curvature along the length of the beam.

Figure 1 shows a simple cantilever made of bi-linear material with decreasing stresses after the critical value
is reached. In the proposed example, the strains are localized at the clamped end while the obtained bending
strain distribution is presented in figure 1(c) at time t = 2.5s.
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Abstract. This contribution presents simulation results of stick-slip vibrations in a multi-degree-of-freedom model for disk 

brake creep groan. These self-excited periodic oscillations are approximated by a combined Finite-Difference/Harmonic 

Balance method (FD/HB). The method shows an increased efficiency compared to a pure FD or HB approach, especially for 

large-scale systems with localised non-linearities. 
 

Introduction 
 

Disc brake creep groan is caused by a negative slope of the friction coefficient as a function of the relative 

velocity within the brake pad/brake disk contact. The occurring non-linear limit cycles consist of sticking and 

sliding phases and are transmitted through the car chassis potentially leading to undesirable acoustic and 

structural vibrations. In the automotive industry, these creep groan vibrations thus cause high amounts of 

warranty cost and a subjective decrease in the level of quality perceived by the costumer. Various analysis 

strategies can make a valuable contribution in avoiding these unwanted vibrations. In addition to 

measurements, a calculation-based detection of these limit cycles early in the development process of a brake 

system is therefore desirable. 
 

 

Mechanical systems and approximation method 
 

The mechanical/mathematical description of these systems is usually realised via finite element (FE) models. 

The non-linearities relevant here (non-linear bearing support and frictional contact forces) are limited to local 

areas. Therefore, a combined FD/HB method for approximating the periodic oscillations is proposed, which 

exploits the mathematical equation structure with the goal of reducing numerical cost. 

Basically, this method separates the degrees of freedom (DoF) subjected to non-linearities – the so-called non-

linear DoF – from those that have purely linear viscoelastic kinetic properties – the linear DoF. Then, the 

periodic motion of the linear DoF is expressed as a FOURIER series and approximated by Harmonic Balance, 

respectively. Due to the linearity of their equations of motion, an analytical expression of the linear DoF’s 

motion in frequency domain results – being solely a function of the FOURIER coefficients of the non-linear 

DoF. The motion of these non-linear master DoF’s is approximated by the Finite Difference method for 

boundary value problems. In summary, the resulting algebraic equation system is solely depending on the 

approximated values of the non-linear DoF and can be numerically solved by NEWTON-like schemes. 
 

 

Discussion 
 

As a test case for this approach to the analysis of brake creep groan, a mechanical model is investigated that 

exhibits essential properties of FE models. It comprises the brake pad-disc contact, essential chassis control 

arms and is motivated by experimental testing. The friction force is modelled by an exponentially decaying 

and regularised STRIBECK friction characteristic which causes self-excited vibrations. The resulting stick-

slip limit cycles are approximated by the proposed FD/HB method for a variable resolution of the chassis 

control arms. This shows the increased efficiency of the method for a growing number of linear DoF in 

comparison to pure FD or HB methods. In addition, the vibrations are analysed regarding brake pressure and 

rotational speed. For this purpose, a predictor-corrector path continuation is utilized. 
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Abstract. This work aims to investigate the interest in multi-scale uncertainty quantification for nonlinear dynamic
systems with friction interfaces. Indeed, such structures experience uncertainties at different time and space scales due to
the friction interface. The focus of this work is to quantify and link the uncertainties from friction interfaces at different
scales to the nonlinear dynamic response of the structure. A multi-scale kriging approach is employed to propagate the
uncertainty. An industrial test rig for dovetail joints will be used as a test case to demonstrate the proposed methodology.

Context

Large structural assemblies have many friction interfaces that are a major source of non-linearity and uncertain-
ties and can have a significant impact on the dynamic response. Usually, friction interfaces are modelled with a
flat surface using a macroscopic friction contact law that depends only on a few parameters. These parameters
are usually obtained experimentally, showing a large variability leading to uncertain predictions of the overall
dynamic response. Recent works indicate that the current macro-scale contact models are not sufficient to rep-
resent the physics at the friction interface and that micro-scale contact models must be taken into consideration.
Previous UQ research in friction interfaces considered only macro-scale modelling and proved to be inaccurate
in the prediction of the dynamic response due to the lack of consideration of micro-scale phenomena. Therefore,
an efficient multi-scale modelling approach of the contact parameters and uncertainties is needed to simulate
the micro-scale behaviour and to translate it at the macro-scale for the full nonlinear dynamic response.

Test case and results

The test case for this study is based on a fan blade root test rig setup [1] illustrated in Fig.1(a). The nonlinear
normal modes (NNM) of the mechanical system are computed to obtain its nonlinear dynamic behaviour. A two
scales numerical solver is used for this. The first scale computes the contact pressure and gap distribution at the
different contact surfaces based on micro-scale considerations. The second computes the NNM of the system
by considering the real contact pressure and gap distribution. In this work, a single micro-scale uncertain
parameter is considered to demonstrate the approach, namely the central bump of the contact surface. The
multi-scale approach proposed here, illustrated in Fig.1(b), consists of the creation of a first surrogate model to
predict the contact pressure and gap distribution from the central bump, and a second surrogate model to predict
the NNM from the contact pressure and gap distribution. From this, it is possible to get the distribution of the
random contact pressure and the stochastic NNM of the system. Results show that such an approach allows
getting deep insights into the system understanding.

Acknowledgement The authors acknowledge the support of RSE Saltire Facilitation Workshop Award (No.1865).
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Figure 1: (a) FE model of the Dogbone rig (b) Multi-scale UQ process illustration
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Abstract. Vortex-Induced Vibrations (VIV), as a phenomenon, can be modeled by a dynamical system (single equation)
that includes a term that is negatively proportional to the velocity to account for the energy transfer from the flow to the
structure, and another term that is proportional to an odd power of the velocity to yield limit cycle oscillations. We im-
plement a data-driven system discovery, referred to as Phenomena-Informed Neural Network, to identify the coefficients
in the representative equation of these phenomena. The training data is obtained from direct numerical simulations of the
Navier-Stokes equations. The representative equation can be effectively used to assess VIV control strategies.

Introduction

In the context of vortex-Induced Vibrations (VIV), energy transfer from the flow to the moving structure re-
quires positive excitation represented by a negative damping term. Furthermore, limiting the amplitude of these
vibrations requires a damping term proportional to a higher power of the velocity, e.g. cubic damping term [1].
As such, VIV oscillation amplitudes, Y , can be modeled or predicted by a phenomenological model such as
the Rayleigh oscillator:

Ÿ + C1Ẏ + C2Y + C3Ẏ
3 = 0 (1)

Hajj et al. [1] combined spectral analysis of data from direct numerical simulations of the Navier-Stokes
equations with an approximate solution of equation (1) to identify C1, C2, and C3. Here, we implement a
data-driven system identification (discovery) of equation (1), to be referred to as Phenomena-informed Neural
Networks (PINN). The concept is to combine the phenomena-representing equation (1) with available data to
train a Neural Network and identify C1, C2, and C3.

Results and Discussion

As schematically presented in figure 1a, the implemented Neural Network consists of four hidden layers with
30 nodes per layer. A total loss function, Ltotal, is used to update all the trainable parameters, i.e., weights,
biases, and C1, C2, and C3. This loss function is the weighted sum of Ldata, defined as the error between the
predicted and simulated displacement values represented respectively by Ŷ and Y , and LDE , defined as the
error resulting from using Ŷ in equation (1). Based on an error threshold criterion, it took 264, 000 iterations to
identify the trainable parameters. Figure 1b compares time series of numerically simulated and PINN-predicted
oscillation amplitudes. The plot shows excellent agreement in the frequency and amplitude (< 0.1%) of the
two time series.

(a) (b)

Figure 1: (a) PINN implementation, and (b) comparison of CFD- and PINN-generated time series of the VIV
response. Re=110. Details of numerical simulations and conditions are provided in Hajj et al. [1].
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Abstract. The simplest form of a passive nonlinear sink in a vibrating system consists of two linear oscillators with a
strong nonlinear attachment connected to one linear oscillator [1]. The energy pumping is unidirectional, i.e. absorbing
vibrational energy from the linear to nonlinear oscillator. For better understanding of this energy pumping phenomenon
we had considered a large number of oscillators in the form of array (chain) network. The main objective is to investigate
the robustness of energy pumping towards the passive nonlinear sink at one end from the farthest oscillator in the other
end of the chain. Furthermore, energy pumping in this large chain is investigated when subjected to parametric excitation
in spring element instead of impulse excitation.

Introduction

In this paper, we present a model of ‘N ’ oscillators with same linear natural frequency in a chain. In this chain,
the first oscillator is having a strong nonlinear attachment (m1) in its spring element which is presumed to act
as a energy reservoir in the chain. The oscillators in the chain are arranged in such a way that the vibration
energy under impulse excitation (F) from one end of the chain will have to traverse to the other end of the chain
during the energy transfer. The computer simulations in MATLAB are done using Runge Kutta ode45 solver
with time step of 10−3 used for integration and integration times of nearly 100 cycles.

Results and discussion
Energy transfer in a chain under impulse excitation
The results presented here are in a chain having N = 10. Here we initiate the analysis by giving an impulse (F)
as initial velocity to an intermediate linear oscillator in the chain (m5). For F = 1.5, no energy transfer occurs
as major part of energy is stored in the excited oscillator. By increasing the initial energy level to say F = 2.2,
there occurs an irreversible transfer of energy from m5 to m1 as in Figure.1(a) . The reason behind this energy
transfer is due to the internal resonance capture studied in [2]. An interesting point to be noted is even at F = 2.2
or any higher value, it is impossible to have such an energy pumping from the two ends of the chain i.e. m10 to
m1. To analyse the energy pumping phenomenon from m10, we give a slight frequency mismatch to m1 in its
linear natural frequency, We note that, in contrast to Figure.1(a), the energy pumping occurs from one end to
other end of the chain as shown in Figure.1(b). This shows that a slight perturbation in frequency triggers the
nonlinear energy transfer due to modal interaction. Also the energy pumping towards m1 can be enhanced by
bringing in self-oscillatory term in damping instead of spring cubic nonlinearity in the model.
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Figure 1: (a) Energy transfer towards m1 at F=2.2 (b) Spatial spread of energy transfer from m10 via frequency detuning (c)Predominant
energy pumping towards m1 in a chain under parametric excitation.

Energy transfer in a chain under parametric excitation
Here also we consider the same N = 10 chain network. The parametric excitation kpe cosωt is given to the
stiffness term of m5 and m10 as two seperate simulation cases.In the first 200 seconds, no energy transfer occurs
as the value of kpe is kept zero. After 200 seconds the parametric stiffness excitation is turned on by increasing
the value of kpe to 0.2. This initiates the energy pumping from all oscillator nodes towards m1. Morover the
energy transfer due to this parametric resonance is more robust when compared with impulse excitation as in
Figure.1(c). Frequency detuning in the nonlinear sink is not required here to pump energy from m10 to m1.
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Abstract. We introduce a Reservoir Computing setup where a QD VCSEL with optical spin injection and delayed optical
feedback is used as reservoir. The proposed Reservoir Computing aims at ultrafast reconstruction of Hénon Attractor,
benefiting from unique spin coupling between electrons and photons in spin-VCSELs leading to ultrafast dynamics.
The speed achieved with QD spin-VCSEL based Reservoir Computing is 100 GSa/s, yielding a five-fold improvement
compared to time series prediction processing speed of QW spin-VCSEL, while maintaining the error rate low.

Introduction

Spin-Vertical Cavity Surface Emitting Lasers (spin-VCSELs) for both gain materials, i.e. Quantum-Well (QW)
and Quantum-Dot (QD), are undergoing increasing research effort for new paradigms in high-speed photon-
enabled computing. Skontranis et al. have exploited two discrete wavebands and two polarization states of QD
spin-VCSEL to enhance computational efficiency of signal equalization [1]. Harkhoe et al. have used polar-
ization modulation in QW spin-VCSELs to improve the processing speed of a photonic Reservoir Computing
(RC) for Santa Fe timeseries prediction task since the bandwidth in spin-VCSELs is only linked to the bire-
friengence of the cavity [2]. The present contribution provides a link between spin-VCSEL’s ultrafast dynamics
and inherent advantages carried by QD laser technonolgy. We perform another benchmark task to demonstrate
the prediction of temporal signals. Hénon map has been established as a typical discrete-time dynamic system
with chaotic behavior [3]. Our investigations reveal that information processing rate exceeds the one of QW
spin-VCSEL [4].

(b)(a)

Figure 1: Performance illustration of (a) the Hénon Map reconstruction and (b) the time series prediction with α = 3, h = 1.1995,
η = 3, γs = 200 ns−1, γp = 250 ns−1, γn = 1 ns−1, γ0 = 400ns−1, γa = −1.6 ns−1, feedback strength kf = 30 ns−1 and
feedback delay time τ = 10 ps.

Results and discussion

We simulate the laser using the generalized spin-flip model for QD spin-VCSEL as described in [5] with
additional terms for optical feedback. The data is inserted using the optical spin injection and is defined as P (t)
= I(t)M(t) during each time interval where I(t) is the data to be trained/tested on and M(t) is the mask. In our
system we match feedback delay time τD to the mask length τM (τD = τM = τ), leading to N = τ/θ, with θ
the node-separation. A smaller θ can be tailored due to ultrafast dynamics in spin-VCSELs, allowing to store
more neurons in a shorter delay line. For this task 2000 points are adopted for training while 2000 for testing,
and the gauge of evaluation is the Normalized Mean Square Error (NMSE). For this benchmark we typically
want the NMSE to be lower than 0.1. The use of θ = 0.5 ps and τ = 10 ps can improve information processing
rate up to 100 GSa/s for efficient Hénon attractor reconstruction (see Figure 1) with relatively low NMSE
(NMSE=0.052). Notably, QD-spin-VCSELs allow high-speed RC and with the employment of more energy
and polarization states can provide an exciting platform for use in future photonic neuromorphic systems.
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Abstract. In this contribution, a novel approach to optimize Multilayer Perceptron Artificial Neural Networks (MLP-
ANN) devoted to approximate quaternion valued functions is presented. The approach is based on the definition of proper
auxiliary networks devoted to predict the trends of the main network weights during the learning phase, thus reducing the
number of epochs needed to reach a suitable abstraction level.

Introduction

In the last decade the use of artificial neural networks has received a growing interest in a wide variety of sci-
entific fields. Our interest in this contribution focuses on multilayer perception based structures, able to deal
with quaternion algebra. Quaternions have been introduced in order to generalize complex number properties
to a three-dimensional space and have been used in a wide variety of practical applications, including the re-
formulation of Maxwell equations, the analysis of stresses in three-dimensional objects, and in digital filter
design. Moreover, applications can be found also in robotics, due to the possibility of representing rotations
in the three-dimensional space with quaternions instead of matrices. From the large variety of applications of
quaternion algebra, the idea of developing a MLP-ANN structure able to deal directly with quaternions to ap-
proach these problems more efficiently has been discussed in [1]. In this contribution, we aim at optimizing the
MLP-ANN structure for quaternions in order to improve the approximation of complex valued nonlinear func-
tions and the efficiency of the learning algorithm. To this latter aim, we will focus on a recent implementation
based on parallel computing of generic MLP-ANNs [2].
The main idea is to exploit the parallel computing capabilities of modern microprocessors in embedded devices
to instantiate a set of auxiliary networks devoted to the prediction of the learning algorithm output, thus sensibly
reducing the time to get a robust and efficient learning error. MLP-ANNs, in fact, are based on a learning phase
during which inputs are presented to the network in order to favour its plasticity in the direction of abstracting
the relationship among the inputs with the corresponding outputs. The variables of the problem are the so-called
weights connecting the neurons of the ANN. The proposed approach introduces a series of auxiliary networks
running in parallel with the main network, each devoted to predict the trend of the weights.

Results and discussion

Thanks to the parallel computing properties of current hardware and software technical solutions it is possible
to reconsider algorithms and approaches presented in the literature before the diffusion of modern computers.
This consideration led us to the implementation of the auxiliary networks paradigm to improve the efficiency
of MLP-ANN for quaternion valued nonlinear functions.
A software improving the existing learning procedures for neural networks has been proposed and programmed
through ANSI C language. It is possible to show practically the improvements, in terms of epochs needed
to reach the convergence of the learning phase, by using datasets of different nature coming from technical
high-precision circuits simulations, from highly complex experimental scenarios, such as nuclear fusion ex-
perimentations, and from planning of trajectory of robot manipulators. The adoption of auxiliary networks for
the computing of the optimal weights increases remarkably the convergence velocity of a very simple kind of
neural network, especially when the dimensions of the net in terms of layers and neurons are very high. In
all the case studies taken into consideration, the desired approximation is reached with a reduced number of
learning epochs in the order of8000, as shown in Fig. 1.
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Abstract. In numerical formulations of three-dimensional beams the choice of primary interpolated variables is highly
important for the efficiency and accuracy of the method. The crucial idea exploited in our approach is to employ velocity
and angular velocity vectors in their suitable component descriptions to set the discrete computational model.

Introduction

Many computational challenges in dynamic modelling of frame-like structures are directly related to the prop-
erties of configuration space of three-dimensional beams which typically incorporates three-dimensional rota-
tions. Since rotations form a non-commutative multiplicative group their computational treatment requires a
special care. In contrast, the measures for their rate of change – the angular velocities are additive quantities
when expressed with respect to the moving basis. The crucial idea is thus to employ velocities in fixed frame
description and angular velocities in moving frame description as the primary unknowns of numerical model.

Kinematic compatibility

Another important property of continuous system, exploited in our work, is the direct relation between the
strains and the velocities, called the compatibility equations [1]. In Cosserat rod theory the resultant strain
measures at the centroid of each cross-section are directly introduced and expressed with kinematic variables
by the first order differential equations

Γ = q̂∗ ◦ r′ ◦ q̂+ Γ0, K = 2q̂∗ ◦ q̂′, (1)

where Γ and K denote the translational and rotational strain, respectively, both expressed with respect to the
local basis, while position vector r and rotational quaternion q̂ are expressed in the fixed basis. It is important to
observe that strains, velocities, and angular velocities are mutually dependent. Their direct relation is obtained
by comparing mixed partial derivatives, which gives

Γ̇ = q̂∗ ◦ v′ ◦ q̂+ (Γ− Γ0)×Ω,
·
K = Ω′ +K×Ω (2)

with v denoting velocity and Ω the angular velocity. In our approach we satisfy the kinematic compatibility
equations (2) with the same accuracy as the governing equations. The discrete kinematic compatibility equa-
tions can be completely harmonized with the energy conservation demands, which results in robustness and
long-term stability of the overall algorithm.
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Figure 1: Free flight of a flexible beam: problem description (left) and total mechanical energy (right).

Figure 1 shows the performance of the present approach for the benchmark problem of flying flexible beam
presented by Simo and Vu-Quoc [2] and characterized by very large displacements and rotations. The long-
term stability and the energy preservation using our model can be observed.
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Abstract. The robustness against external perturbations of the desired equilibrium of a dynamical system is an important
measure, which can be described by the dynamical integrity. The current study provides an algorithm for determining
the dynamical integrity of the equilibrium of systems subjected to time delay. The procedure looks for the local integrity
measure, that is, the radius of the largest hypersphere centered in the equilibrium and entirely included within its basin
of attraction. The algorithm overlooks possible fractal boundaries and provides a practically reasonable measure with
relatively low computational cost.

Introduction

The stability of an equilibrium state is easy to determine; however, from a practical point of view, its dynamical
integrity is also a relevant quantity, the efficient determination of which is still a challenging task. The proposed
algorithm estimates the so-called local integrity measure (LIM) of the equilibrium state, that is, the radius of
the largest hypersphere centered in the equilibrium and entirely included within its basin of attraction.

Results and discussion

An algorithm was developed to estimate the LIM of nonlinear ordinary differential equations in [1]. The present
work extends it for the case of nonlinear delay differential equations (DDEs) with distinct time delay τ ; thus,
an infinite dimensional state space should be investigated. The initial conditions of DDEs are functions of time
leading to an infinite variety of initial functions with the same headpoint; therefore, the basin of attraction in
the space of the physical coordinates can be defined only for specific types of initial conditions. The current
work suggests to transform the equations into the space of the modal coordinates and use the free vibration of
the undamped linear system as the initial function; however, the proposed algorithm works for other types of
initial conditions as well. Another practical question is how to measure the distance in the space of coordinates
with different dimensions, for which an energy-based distance definition is proposed.
A semi-discretization [2] based mapping is used to get the trajectories of the solutions corresponding to different
initial conditions, which are categorized whether they are converging to the examined equilibrium or not. The
diverging category is divided into three subcases: a) when the trajectory exits the predefined space boundary,
b) when the trajectory converges to a new unknown solution, or c) when it converges to a periodic solution.
The classification of the trajectories is based on a cell subdivision of the phase space, similarly to the approach
utilized in [1]. The difference is that, since the system’s state is given by functions and not single points,
trajectories are compared with each other as series of cells occupied by their points in the phase space; each
series has a length equal to the largest time delay of the system.
The LIM is iteratively reduced if diverging solutions are found until a stopping criterion is met. To get effi-
cient iterations, the simulations’ initial conditions are chosen randomly and based on a bisection method. This
enables the algorithm to quickly and accurately estimate the local integrity measure. The algorithm was suc-
cessfully tested on a series of mathematical models, including a delayed Duffing oscillator (Fig. 1), a turning
machining model and a delayed controlled inverted pendulum.

Figure 1: The results of the algorithm applied for the delayed Duffing oscillator ẍ(t)+0.2ẋ(t)+x3(t) = x(t−0.1). Left: trajectories in
the state space; converging (blue) diverging (black and red); the green dashed circle indicates the estimated LIM. Right: The estimated
LIM during the iteration.
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Abstract. This contribution reports on new global dynamics and non-variational tools able to discriminate between
ordered and chaotic motions. The methods are based on geometrical properties of orbits (lengths and stretches), are free
of variational equations and are valid for discrete and continuous models. We demonstrate the ability of the proposed
indicators to portray Hamiltonian chaos in nearly-integrable settings, and reveal minute details of phase space of various
systems in resonant configurations (possibly supporting resonant Arnold web).

Introduction

The problem of discriminating regular and chaotic orbits is of primary importance in several scientific and
engineering fields. Over the years, a myriad of computational tools and diagnostics have been developed to
achieve this task. These include variational methods relying on the concept of divergence of nearby orbits (e.g.,
the Fast Lyapunov Indicator [1], the MEGNO index [2] or the SALI [3]), or frequential methods focusing on the
spectrum (of some function) of the solution (e.g., the popular frequency analysis method [4]). This contribution
reports on easily implementable non-variational and non-frequential methods apt to discriminate chaotic orbits
in continuous or discrete dynamical systems.

Results and discussion

Our methods are based on Lagrangian Descriptors [5] (hereafter, LDs), a mathematical and computational
technique initially rooted in fluid dynamics, and on the so-called Maximum Eccentricity Method [6] (hereafter,
MEM), steaming from the study of exoplanetary orbital systems. Both methods do not rely on variational equa-
tions, and exploit solely the knowledge of the orbit. The implementations are thus free of the tangent vector
dynamics, and there is no need to quantify its growth over time. Using integrable or perturbed low dimensional
dynamical systems (supporting possibly chaotic motions), we discuss properties of the LD and MEM metrics.
In particular, by studying how they react on slices of initial conditions, we highlight their dynamical drivers (as
exemplified in Fig. 1). The key-point in deriving our chaos indicators then relies on characterising the regularity
of the LD and MEM metrics. We demonstrate that second-derivatives based indicators encapsulate sensitively
the relevant dynamical information. Our indicators are benchmarked against classical and widely accepted
chaos detection methods, and are applied to several models including the standard-map, fundamental models of
resonances, symplectic mappings, 3 degrees-of-freedom Hamiltonian models supporting a dense web of reso-
nances, and planetary systems in which diffusion occurs. Our results demonstrate relevance of the indicators for
understanding phase space transport mediated by resonant and chaotic interactions, as omnipresent in celestial
mechanics or astrodynamics.

Figure 1: Poincaré map associated to a two-waves Hamiltonian and its associated diameter D metric computed over the line of initial
condition φ = 0. The D metric encapsulates relevant dynamical information on which it is possible to build a chaos indicator.
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Abstract. An implicit time-stepping scheme is proposed to achieve energy conservation and unconditional stability
for elastic beams and shells undergoing large deformations. More generally, the method can be applied to all structural
models, regardless of the nonlinearity in the relationship linking the strain to the kinematic degrees of freedom (dis-
placements and rotations). In this respect, also nonlinear multi-body coupling laws can be included in penalty form by
interpreting them as generalized strains. The time stepping scheme is a simple modification of the mid-point rule with
the mean internal forces evaluated using the average value of the stress at the step end-points and an integral mean of the
strain-displacement tangent operator over the step computed by time integration points.

Introduction

One-step implicit time integration methods such as Newmark’s schemes lose the unconditionally stability when
used in large deformation problems [1], especially in long simulations. Simo and Tarnow proposed a simple
method that guarantees unconditional stability by conserving the algorithmic energy in elastodynamics [1].
However, energy conservation is lost for other structural models where the relationship linking the strain to
displacements and rotations is no longer quadratic. This work presents a numerical framework for long term
dynamic simulations of elastic structures undergoing large deformations. The time-stepping scheme of Simo
and Tarnow is generalized to achieve energy conservation for generally nonlinear strain measures and penalty
coupling terms, like the nonlinear rotational one for thin shells [2]. The method is based on a particular integral
mean of the internal forces over the step, that includes Simo and Tarnow’s method as a reduced quadrature rule,
and has unconditional stability.
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Figure 1: Newmark’s trapezoidal rule fails due to the lack of energy conservation while the new proposal is unconditionally stable.

Results and discussion

Numerical results are reported for Reissner beams and assemblages of Kirchhoff-Love shells with smooth and
non-smooth interfaces undergoing large deformations. Unconditional stability was proven in long simulations.
Compared to the original Simo and Tarnow method, the new one does not conserves exactly the angular mo-
mentum. Interestingly, this last feature seems to be marginal in practical computations. Energy conservation
assures stability. Conserving the angular momentum neither implies stability nor is synonym of higher accu-
racy. This is highlighted in the last test, where the momentum-conserving scheme needs a halved time step to
get the same accuracy in displacements compared to our energy-conserving scheme. More details are available
in [3], together with many other numerical examples. The method is also suitable for models with finite 3D
rotations, by exploiting the pseudo-rotation vector.
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Abstract. This work presents a shooting algorithm to compute the periodic responses of geometrically nonlinear structures 

modelled using an SE(3) Lie group beam formulation. The formulation is combined with a pseudo-arclength continuation 

method and used to compute the nonlinear normal modes (NNMs) of a doubly clamped beam. The efficiency of beam model 

is an advantage that can offset the computational cost of numerical continuation methods. Results are compared with a 

reference displacement-based FE model with von Kármán strains. 
 

Introduction 
New designs of mechanical structures are increasingly lighter and more flexible and exhibit geometric 

nonlinearities due to the presence of large displacements and rotations. A popular approach for modelling 

geometric nonlinearities is to use von Kármán finite element (FE) models, which assume Euler-Bernoulli 

bending and approximate the Green-Lagrange strain measures by including only the quadratic terms pertaining 

to the rotations. These methods are widely used for modelling both beams and plates and for creating reduced 

order models of such structures. However, due to its simplified and approximate treatment of strains and its 

linearised kinematics, von Kármán equations are not suitable for modelling large deformations. Geometrically 

exact beam theories can alternatively be used for such cases, however, the parametrisation of rotations can 

lead to FE discretisations which do not preserve strain invariance under rigid body motion [1]. Other beam 

models such as the intrinsic beam formulation deals with this issue by eliminating rotations and displacements 

from the equations of motion, however, they face additional difficulties in FE assembly and in imposing 

boundary conditions. 

Beam formulations based on the Special Euclidean Lie Group SE(3) circumvent these problems by coupling 

the rotations and positions and adopting a local frame approach. The invariance of the strains under rigid body 

motion comes naturally from this formulation. Moreover, shear locking is avoided thanks to a nonlinear 

interpolation formula based on the exponential map that couples the rotation and positions fields and governs 

the nonlinear configuration space [2]. In this work, the Lie group formulation is used to find unforced NNMs 

of geometrically nonlinear structures, where results are compared to that from a von Kármán beam model. 
 

Results and Discussion 

Results are shown for a straight clamped-clamped beam discretised with 30 elements were NNMs are 

calculated using the Lie group and von Kármán solvers. The frequency energy plot corresponding to the second 

NNM is seen in Figure 1. Two resonance tongues appear in the solution curve: the first starting approximately 

at 160 Hz and corresponding to a 3:1 interaction with mode 4, and the second starting approximately at 207 

Hz and corresponding to a 5:1 interaction with mode 6. An additional interaction is captured by the Lie group 

solver along the first tongue corresponding to an internal resonance between modes 2 and 6, which is not found 

using the von Kármán solver. The effect of the discretisation on the accuracy of the results is shown in Figure 

2, where the Lie group solver can capture the nonlinear dynamics with fewer beam elements, which is an added 

advantage over the von Kármán solver. Additional structures analysed are a cantilever and an L-shaped beam, 

where displacements and rotations are larger and the increased accuracy of the Lie group solver in capturing 

nonlinearities overcomes the limitations of the von Kármán model. 

 
Figure 1: FEP of 2nd NNM of clamped-clamped beam 

 
Figure 2: Effect of mesh size on NNM2 
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Abstract. The optimal design of complex structures with nonlinear vibration is a significant concern for the indus-
try. This work presents a numerical strategy relying on Bayesian Optimization for the parametric optimization of such
structures with the aim of lowering the computational cost compared to classical global optimization algorithm. A spe-
cific focus is given on the mechanical solver for the resolution of the nonlinear dynamical problem using the Harmonic
Balance Method combined with an Alternating Frequency/Time approach and a scheme for the numerical continuation
of the solution path. This mechanical solver is then employed to build and enrich a Gaussian Process within a Bayesian
Optimization procedure. The whole strategy is applied to the parametric optimization of a gantry crane.

Introduction

In the process of industrial structure design, numerical simulation combined with parametric optimization al-
gorithms can provide the solution leading to the best performance. Complex assembled structures often include
nonlinear phenomena at their joints (contact, friction, etc...) that this study aims at considering to get a more
precise model and thus, a more optimal solution while performing a parametric optimization. However, the
dynamical simulation of nonlinear models is computationally expensive, and the fullfilment of global optimiza-
tion, which can require a very large number of computations, on such model could be impraticable in terms of
computational time. Therefore, a specific strategy is proposed to make the parametric optimization of structures
with nonlinear joints in vibration computationally reasonable. Taking advantage of the fact that only degrees
of freedom at the interfaces are nonlinear, the first step consists in performing a Craig Bampton reduction [1].
Then, the solution based on the resulting reduced model is computed using the Harmonic Balance Method
with an Alternating Frequency/Time approach [2]. It allows to find periodic solutions with reasonable accuracy
avoiding the costly computation of possibly long transients. Numerical path continuation is also applied using
a predictor-corrector method to follow the evolution of the solution with respect to the frequency and overcome
potential turning points. The computational cost is still quite expensive, and the direct use of classical global
optimization algorithm combined with this solver is not practicable especially since the problem includes nu-
merous interfaces degrees of freedom. Therefore, a Bayesian Optimization [3] based on Gaussian Process [4]
and an acquisition function is executed to achieve the global parametric optimization with a limited number of
calls to the mechanical solver.
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Figure 1: Parametric optimization of a gantry crane

Results and discussion

The strategy is applied to the parametric optimization of a gantry crane with localized contact. The mechanical
solver proves to be reasonably efficient and able to handle the contact nonlinearity and especially to follow the
turning points thanks to numerical continuation. The Bayesian Optimization allows to significantly reduce the
number of simulations to perform compared to classical global optimization methods such as genetic algorithm.
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Abstract. A technique for the prediction of saddle-node bifurcation is developed. The technique is based on the energy
decrement in the free vibration decay, which tends to zero in the vicinity of the bifurcation. This creates a deformation of
the energy decrement profile recognizable also very far from the bifurcation, which enables one to estimate the existence
and the position of a saddle-node bifurcation directly from the pre-bifurcation scenario in a safer environment from a
dynamical integrity perspective. The developed technique is also implementable in experimental systems.

Introduction

Saddle-node bifurcations have the characteristic that the branch of periodic solutions leading to them exists only
on one side of the bifurcation parameter. Accordingly, they might be unexpectedly encountered for variations
of the bifurcation parameter [1]. A typical bifurcation scenario presenting this situation is illustrated in Fig. 1a.
For a < aSN, the only steady-state solution is an equilibrium point, which is globally stable. Conversely,
for a > aSN, the system has two additional steady-state periodic solutions, which undermine the dynamical
integrity of the stable equilibrium. In this study, a technique for predicting the occurrence of saddle-node
bifurcations, which does not require tracking branches of periodic solutions, is developed.
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Figure 1: (a) Bifurcation scenario; (b) relative energy decrement per cycle; (c) locus of relative energy decrement minima leading.
Results are obtained for the system ẍ+ x+ c1ẋ− aẋ3 + ẋ5 = 0 [2].

Results and discussion

Let us consider the bifurcation diagram in Fig. 1. For a < aSN, the equilibrium is globally stable. For any
initial energy level, the energy monotonously decreases until zero. If the system were linear, the relative energy
decrement per cycle would be constant. For a > aSN, the energy decreases until zero within the basin of
attraction of the stable equilibrium, while it can either decrease or increase within the basin of attraction of
the stable periodic solution, until it converges to the periodic solution at an energy level different from zero.
The saddle-node separates these two scenarios. To have a smooth transition between the two scenarios, it is
necessary that, starting from a < aSN, the relative energy decrement decreases as we approach the bifurcation
and increases moving away from it, which means that the relative energy decrement presents a minimum in the
vicinity of the bifurcation, which touches zero at the bifurcation. This conjecture is numerically verified for
the considered system, as illustrated in Fig. 1b. The magenta line refers to the linearized system, the black line
to the pre-bifurcation scenario and the blue to the post-bifurcation; they are separated by the red one, which
touches the zero axes with a horizontal tangent. By picking the value of the minimum points and plotting them
with respect to the bifurcation parameter a, we notice that a seeming parabola is obtained. This suggests that,
by picking some minimum and performing a second-order interpolation, it is possible to estimate aSN without
having any information about the post-critical scenario. We remark that signs that the saddle-node exists are
visible already very far from it. This result allows for detecting dangerous saddle-node bifurcations before they
are encountered, even in real systems. In fact, the procedure uniquely requires time series of free vibration
decays, obtainable numerically but also experimentally.
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Abstract. The design of lighter and highly loaded aircraft turbo-engines is driven by the need of improving their efficiency 

for a sustainable air propulsion. In this context, forced and self-excited vibrations in bladed disks must be mitigated to avoid 

HCF damage that jeopardizes the structural integrity of the whole engine. Current vibration prediction methods are not fully 

reliable due to complexities of the bladed disks design and nature of excitations. To improve the reliability of such methods, 

it is necessary to (i) investigate key problems like mistuning and nonlinear friction damping, and (ii) to validate design 

methodologies. In this paper, the results of a test campaign to study the effect of mistuning and of underplatform dampers are 

presented and discussed. The data collected have been used to validate an in-house numerical code. The code exploits an 

efficient reduction method for large finite element (FE) models of mistuned bladed disks.  
 

Introduction 
 

The design of aircraft turbo-engines is driven by the need of improving their efficiency for a sustainable air 

propulsion. This leads to a lighter design of blades, vanes and seals, that are usually prone to vibrations. In 

working conditions, both forced and self-excited vibrations must be mitigated to avoid high cycle fatigue 

(HCF) failure. To improve the reliability of the current vibration prediction methods, several European projects 

have been launched (i) to investigate the effects of mistuning and nonlinear friction damping, and (ii) to 

improve the design practices. Several efforts in the testing and numerical prediction of mechanical vibrations 

in turbine bladed disks have been made in the ARIAS European project [1]. In this paper, the test campaign 

performed at the GE Avio testing laboratory, on the ARIAS bladed disk test case are presented and discussed. 

The bladed disk has been tested in the tuned and the intentionally mistuned configurations, either in the 

presence or not of underplatform dampers (UD). The blades response has been measured and processed by 

Blade Tip-Timing system. The data collected in the test campaign have been used to validate a numerical code 

developed for the prediction on the nonlinear forced response (FR) of mistuned bladed disks in the presence 

of UD. To avoid the high computational costs associated to the solution of nonlinear FR, the code exploits the 

reduction method for large finite element (FE) models of mistuned bladed disks presented in [2]. 

 

Results and discussion 
 

The test campaign has been performed on a turbine bladed disk having 144 blades. Each blade has a real 

aerodynamic airfoil with a tip able to accommodate the permanent magnets for the mechanical excitation, a 

balancing mass and a mistuning mass. The latter is installed depending on the disk configuration to test, i.e 

either mistuned or tuned, with or without mistuning masses respectively. The tested mistuned configuration 

follows the alternate pattern 0-1, where the 0 and 1 denote the blades without and with mistuning mass. The 

bladed disk has been tested in vacuum conditions for the excitation of either synchronous or asynchronous 

vibrations. The numerical validation has been performed on the reduced order models (ROM) of the tuned and 

mistuned bladed disk, that have been created by using the reduction method presented in [2]. The reduction 

process has led to two ROMs having approximatively the 0.007% of the degrees-of-freedom (dofs) of the full 

FE model. For both ROMs the same set of master dofs have been retained: the accessory dofs for the force 

application and the response monitoring, and the dofs at the blades’ platform for the contact forces prediction 

due to the relative motion between the blades and the UDs. The force amplitude used in the numerical 

simulation has been tuned using as a reference the averaged experimental data obtained in the absence of UD. 

The modal damping has been set equal to the one identified from the experimental FR. As expected, the 

numerical FR for the modes of interest (i.e. flap and torsional) show good agreement with the experimental 

ones, in terms of vibration amplitude and Q-factor, while a deviation less of the 10% has been found for natural 

frequency. This is due to uncertainty associated to the contact areas and stiffness associated to the actual 

coupling between blades and disk, that has not been deeply investigated. The same excitations have been used 

to excite the ROMs in the presence of UDs. In most of the examined cases, the numerical vibration amplitude 

at resonance as well as the Q-factor fall in the range of uncertainty resulting from the analysis of the 

experimental data, denoted by a mean value and a standard deviation. 
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Abstract. This study proposes a FEA model generation method to handle biomedical objects which are highly irregular-

shaped and nonhomogeneous, i.e., highly nonlinear structures. The method is based on the sectioned medical scanning data, 

e.g., CT scan, which has included bone density data, to generate analysis models according to the irregular shapes and 

randomly distributed bone densities, so that the analysis models can match the irregular shapes and randomly-distributed 

stiffness of the real bones. Using these more realistic models to simulate the dynamic characteristics, such as natural 

frequencies, of the objects, better results can be obtained. 
 

Introduction 
 

The finite element method, although widely being used in various fields, has difficulty to model some special 

applications in which extremely irregular shapes and uneven distribution of materials are treated, such as the 

cases in biomedical engineering, where the objects to be treated are extremely irregular-shaped, and the 

materials are completely nonhomogeneous in nature. For example, the bone shape of the human body is 

extremely irregular and varies from person to person, so it becomes very difficult to generate the geometry 

models with traditional CAD systems. Moreover, the bone density which affects the stiffness [1] is randomly 

nonhomogeneous, even the bone densities of the same person are different at different portions and vary over 

time. This situation makes it very difficult to generate the analysis models with traditional pre-processing 

systems. Such problems, if they are analysed in the traditional finite element modelling, most of the time adopt 

the assumption that the material is homogeneous. In this approach, the real stiffness of the bones cannot be 

accurately modelled, so do the natural frequencies, which are important during certain medical operations. 

This study proposes a model generation method which is based on the sectioned medical scanning data, e.g., 

Computerized Tomography (CT scan), which includes bone density data, to generate analysis models 

according to the irregular shapes and randomly distributed bone densities, so that the analysis models can 

match the irregular shapes and randomly-distributed stiffness of the real bones. With these realistic models, 

better results can be achieved. For example, for a bone of the same person, the bone stiffness changes over 

time can also be effectively simulated to evaluate the effects of the age or therapy. The dynamic characteristics 

of the objects can also be accurately obtained, such as natural frequencies. 
 

Results 
The case shown in Fig. 1 is a certain person’s mandible. Originally, it was found too weak because of the loss 

of bone density due to aging. After the therapy, the bone density is increased and improved. Although the 

mandible shape of the same person is still the same, the bone density distribution has changed. With the 

proposed modelling method, two FEA models which have the same shapes but with different bone density 

distribution were generated and used to simulation to evaluate the stiffness and natural frequencies of the same 

mandible at different time. If the stiffness is weakened, the natural frequencies decrease, so it may encounter 

the resonance problem during using electric ultrasonic toothbrushes and tooth drills. The results can tell the 

improvement of the therapy as thrown in Fig. 2. The natural frequencies also increase as well.  

 
Figure 1: FEA model based on CT scan data and include the bone density data 

 

 

 

 

 

 

 
Figure 2: The results of the ‘before’ model (left) and ‘after’ model (right), the stiffness is increased after therapy 
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Abstract. A novel approach to static and dynamic topology optimization has recently been proposed by the authors
that aims to minimize a proper norm of the input/output transfer matrix, say G. The key ingredient is the Singular Value
Decomposition (SVD) that is useful with respect to engineering point of view.

Introduction

This work presents a topology optimization approach that is innovative with respect to two distinct matters. First
of all the proposed formulation is capable to handle static and dynamic topology optimization with virtually no
modifications. Secondly, the approach is inherently a multi-input multi-output one, i.e. multiple objectives can
be pursued in the presence of multiple loads. The method is based on the input-output mapping that is inherently
algebraic in the static case and becomes such in the dynamic case thanks to the adoption of a frequency-domain
framework. The Singular Value Decomposition (SVD) [1] of the resulting transfer function, say G, represents
then the core of the proposed approach. Singular Value Decomposition is useful with respect to two different
matters:

• norms used as goal functions may be uniquely defined in terms of the singular values of G. The sensitivity
analysis may therefore be given a compact and clear format that was shown to work properly in statics
as well as in dynamics [2];

• from an engineering point of view, any singular value is shown to be the gain (blow-up factor) of the
associated input-output channel in which the system is decomposed. Singular values are therefore the
inherent quantities that should enter any structural optimization formulation.

Results and discussion

That said, the goals of this paper are the following ones:

• Load (and possibly material) uncertainties are added to the structural model to be designed and a formu-
lation is proposed that is capable to handle such uncertainties and drive the procedure toward a robust
optimal design within a worst-case scenario approach (see Fig. 1);

• toward a fully geometrically non-linear analysis, a preliminary approach is derived that allows to derive
optimal topology with respect to buckling using a sequence of linearised problems, each of which is of
the same type as the one introduced above.

Numerical examples concerning static and dynamic problems are presented.

Figure 1: Example of optimization in elastostatic condition: SISO - single load case and standard compliance minimization (left),
SIMO - single load case and minimization of the compliance vector norm (center), MISO - two load cases and standard compliance
minimization (right)
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Abstract. It is presented an investigation concerning an inverse identification algorithm for the experimental characteri-
zation of the constitutive parameters relevant to a recently developed constitutive model addressing asymmetric hysteresis.

Introduction

Within the context of nonlinear analysis of structures exhibiting hysteretic phenomena, generalized classes
of new phenomenological material models have been recently proposed [1] and extended to asymmetric [2]
smooth hysteresis loops with hardening and softening behavior, thus permitting the analytical computation of
uniaxial responses. The hysteretic model

Compared to constitutive models having similar behaviours, classes proposed in [1] and [2] turn out to be
significantly more efficient since they do not present any differential relationship and, hence, the need to invoke
iterative procedures. Nevertheless, due to their phenomenological nature, these models are characterized by sets
of constitutive parameters that need to be calibrated by matching experimental evidences, a task of particular
complexity for the asymmetric model presented in [2].

The identification procedure

The identification procedure is based on the definition of least-square residuals between the theoretical and ex-
perimental responses that are minimized by simplex- and gradient-based optimization algorithms. In particular,
due to the occurrence of hardening and softening phenomena, three different residuals must be defined in order
to match a given experimental response both in terms of amplitude, stiffness, and transition between the tensile
and compressive regions.
Moreover, in order to ensure a robust convergence, and especially to formulate a standard identification proto-
col, the procedure includes pre-processing phases in which suitable first-trials of the parameter sets, to be used
by subsequent minimization procedures, are esteemed.
Numerical applications, as well as a comparison with the Generalized Bouc-Wen material [4], prove the robust-
ness of the presented strategies as well as the capabilities of such phenomenological models within the context
of seismic analysis of nonlinear structures and vibration isolation.
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Abstract. This work considers an application in neuromorphic computing, whereby physical components are employed
to undertake computing applications, inspired by the human brain and nervous system. The present system is based on
a coupled network of FitzHugh-Nagumo oscillators, with each oscillator characterized by a temporal spiking response
based on the inputs from those oscillators to which it is coupled. With a biologically inspired learning rule, the coupling
between oscillators is modified so that the output oscillators fire a specified times. This work explores the application
of different forms of coupling as well as different learning rules based in part on spike timing dependent plasticity, the
mechanisms believed to underlie how the human brain learns.

Introduction

A system of N FitzHugh-Nagumo oscillators is described by the equations of motion

v̇i = vi −
v3i
3

− wi +

N∑

j=1

fij, τ ẇi = vi + a− bwi, i = 1, . . . , N, (1)

where fij represents a coupling between oscillator i and oscillator j. Note that this is a simplified version of

the Hodgkin-Huxley model of a spiking neuron and also is a generalization of a van der Pol circuit. In this

neuromorphic computing application the network is trained so that individual output oscillators fire at specific

predetermined times [1]. For example, in a motor control application such firing could relate to the timing of

different actuators acting in a large-scale system. The coupling between oscillators is assumed to accumulate

voltage, so that an oscillator i fires only when the input voltage, represented by
∑

j fij reaches a sufficient

voltage level.

Results and Discussion
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Figure 1: Network of FitzHugh-Nagumo oscil-

lators; 5 input oscillators, 2 output oscillators

The performance goal is based on a specified output spike

timing, while learning is implemented based on spike timing

dependent plasticity [2], commonly described as “neurons

that fire together wire together” and assumed to underlying

changes in the architecture of the human brain.

In Figure 1a, an example response of a network with N = 7

oscillators is shown. In this system, 5 oscillators are excited

and serve as inputs, so that each oscillator fires twice during

the time interval shown. Each input oscillator is then cou-

pled to each of the 2 output oscillators. Note that the firing

of these output oscillators is determined by the response of

the input layer. Based on a biologically inspired learning

rule, the network coupling is altered dependent on the over-

all performance of the system, so that as the system learns

the actual timing of the output neurons approaches the target

values, as illustrated in Figure 1b.
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Abstract. In cyclic systems, manufacture tolerances and possible wear of the structure lead to small random variations
(also called random mistuning) of the nominal (tuned) cyclic-symmetric mechanical system. Most of the time, these
imperfections result in systems with vibration levels higher than the tuned one, and are thus detrimental. Friction non-
linearities are used in the nominal design as a damping mechanism to dissipate the vibrational energy. The aim of this
paper is to show that they can also mitigate the negative influence of random mistuning. This result is achieved through
statistical studies on a high-fidelity nonlinear finite-element model of a bladed-disk. In order to restrain the numerical cost
of deterministic simulations, state-of-the-art nonlinear reduction methodologies are employed.

Introduction

Computing the vibrational displacement of a structure is of the utmost importance to design the system and
predict its potential failure. Although numerical tools are accurate in a deterministic way, manufacture toler-
ances and possible wear of the structure create discrepancies between the simulations and the real-life system.
These slight differences may severely impact the expected system dynamics.
For linear systems, researchers have developed reduced-order model (ROM) to decrease significantly the size
of the system while keeping an accurate prediction of its dynamics. Applying these ROMs with an accelerated
Monte-Carlo method, Castanier et al. have been able to quantify the amplification factor (AF) of a bladed-disk
FE model [1].
The purpose of this work is to apply a recent nonlinear ROM [2] to study the impact of mistuning on a high-
fidelity FE model (approximatively 700,000 degrees of freedom) of a bladed-disk with contact nonlinearities.
This original contribution focuses on computing the nonlinear AF of a randomly mistuned bladed-disk for
different types of harmonic excitation. A particular attention is paid to the level of energy in the structure
because, unlike in the linear case, it strongly impacts the AF.

Results and discussion

While linear mistuned systems can exhibit a vibration level 120% higher than the nominal system (see black
curve in Figure 1a), this value can be decreased to 30% in the presence of a nonlinearity strong enough. Sim-
ilar behaviour is observed for another kind of harmonic force exciting different dynamics of the system (see
Figure 1b). Such a result is of the utmost importance for turbomachines engineers and will facilitate the future
design of engines.
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Figure 1: Parametric study conducted for different levels of nonlinearity (Fa) and mistuning (σ). The curves
illustrate the AF below which 95% of the maximum amplitudes of vibration are situated.

Contact nonlinearities act as a damping mechanism and have the beneficial effect of reducing the level of
vibration and thus extending the lifespan of mechanical systems. Our study shows another beneficial feature,
namely that contact linearities also tend to mitigate the detrimental effect of mistuning.
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Abstract. The regenerative effect developed by the variable thickness of cut in rotary drill system yields self-excited
vibrations. These vibrations are the main cause of excessive wear on the tool edge. This cause a wear flat to develop
behind the cutting edge. Interaction between the wear flat and rock surface results in a normal force and frictional torque
which can effect the overall dynamics of the drill system. We have included a wear flat in the bit-rock interaction model
and have considered a lumped parameter model with two degrees of freedom for this analysis. Numerical simulations
have been done to analyze the effect of wear flat length which shows the linear stability of the system is not affected by
the wear flat length for steady-state conditions. However, the global dynamic behavior of the drilling system varied with
the wear-flat length. Here we have studied the effect of various parameters such as coefficient of friction, wear-flat length
and damping ratio on the system dynamics.

Introduction

Rotary drilling systems are used to drill deep borewells which are used in exploration and extraction of tract
fossil fuels. It consists of a rotary table, a series of hollow pipes (drill-string), a drill collar, and a drill bit.
Self-excited vibrations resulting from the regenerative forces are often manifested as bit-bounce and stick-slip
vibrations. Gupta and Wahi [1, 2, 3] have studied the effect of various parameters on the stability of the system
assuming a sharp edge cutter. A linear stability analysis has been studied by Zhang and Detournay [4] wherein
they consider a multi-dimensional model with a wear flat length. However, the global dynamics of drill systems
with worn tools have not been studied yet to the best of our knowledge. This model incorporated the various
case of normal reaction force acting on the cutter. A simplified rotary drill system with two degrees of freedom
is considered; one is in the axial and the other in the torsional direction. The forces and torque between the tool
and the rock surface can be considered as reported in [5]. When the normal reaction force is fully mobilized
with the surface, the equation of motion in the non-dimensional form of the lumped parameter model is

ẍ(τ) + 2ζβẋ(τ) + β2x(τ) =

nψδ0 − nψδ(τ)H(ω0 + θ̇(τ))H(δ(τ)) + Λ1l (1−H(v0 + ẋ(τ))H(δ(τ))) ,

θ̈(τ) + 2κθ̇(τ) + θ(τ) =

nδ0 − nδ(τ)H(ω0 + θ̇(τ))H(δ(τ)) + Λ2l
(
1−H(v0 + ẋ(τ))H(δ(τ))sgn(ω0 + θ̇(τ))

)
,

(1)

where n is the number of cutters, β is the ratio of axial and torsional frequency, ζ and κ are the axial and
torsional damping coefficient, δ0 is the steady thickness of cut, ω0 is the non-dimensional angular velocity of
the rotary table, τ is the non-dimensional time scale, l is the non-dimensional wear flat length, Λ1 and Λ2 are
non-dimensional constants. The instantaneous thickness of the cut is modelled as reported in [1] where the
cut surface function L is defined between two simultaneous cutters. The function L is governed by the partial
differential equation (PDE) reported in [1] with the apporpriate boundary condition. These coupled ODE and
PDE can be converted into a finite set of first-order system of ODEs with a reduced Galerkin approximation
method. Now we have done the numerical analysis to study the effect of parameters on the system.

Results and discussion

We have first considered that the normal reaction force is fully mobilized, i.e., the normal reaction at the wear
flat is constant irrespective of the depth of cut and the numerical simulation has been done. It is found that the
linear stability analysis of the steady drilling state has not been affected due to the wear-flat on cutters in the
non-dimensional parameter space. However, the fully mobilized assumption leads to chattering phenomenon at
the inception of the bit-bounce vibrations, i.e., when the cutter is about to leave the rock surface (ẋ + v ≤ 0).
Hence, we have incorporated the case when the normal reaction force is linearly varied with the depth of cut
before the reaction force is fully mobilized. This leads to a gradual reduction in the normal force when contact
is about to be lost and suppresses the chattering behavior. Details of these will be presented at the conference.
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Active Learning for Probabilistic Machine Learning based modeling of Dynamical
Systems
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Abstract. Machine learning models have shown a significant impact in modeling physical simulations. While machine
learning has many benefits, one major drawback is the need for a large amount of data. We explore active learning as
a remedy for addressing this issue. In our work, we studied the dynamics of two different dynamical systems, modeled
their behavior using the Active Learning (AL)-enabled Gaussian Process (GP), and compared it with the vanilla GP. We
demonstrate that AL-enabled GP shows superior performance with a lesser number of data points. AL can query for
salient samples given a larger dataset to achieve orders of magnitude better Mean Square Error (MSE). In particular, for
some instances, we were able to cut down the required samples by 1

3

rd and reduce the error rate by more than 10 orders
of magnitude.

Introduction

Scientific Computing has begun adopting data-driven techniques such as Probabilistic Machine learning, Deep
Learning, and more to accurately model physical phenomena using dispersed, noisy observations from coarse-
grained grid-based simulations. In particular, Machine Learning models based on neural networks are data-
hungry, and their performance is directly affected by the quality and quantity of the data. Moreover, the super-
vised machine learning models demand labeled data, which for scientific experiments, is expensive to gather in
large quantities. This issue can be tackled using Active Learning, a special case of supervised learning. In this
work, we used Active Learning to train the Gaussian Process to model different Nonlinear Dynamical systems,
namely, Nonlinear Schrödinger (NLS) equation and Gross-Pitaevskii equation (GPE).

Method

Active Learning is selecting data in an iterative fashion to improve model performance by maximizing infor-
mation acquisition with limited training samples. AL adds a certain cleverness on which samples to choose to
improve the model’s accuracy. In this method, the model is initially trained with a small subset of the data,
and then a query strategy is used to acquire more useful samples from the dataset. Our work aims to sample
more points in the steep regions and fewer points in the smooth regions i.e to bring good fitting in the entire
parameter space of the wave function. The query strategy searches for the samples using their confidence of
the model for the samples, i.e samples with the highest variance are selected for training the Gaussian Process
[1] in the next iteration.
Following our earlier work [2], we have experimented with modeling the ground state wave function of One
and Two Component GPE for using an active learning framework. We train Gaussian Process (GP) models with
and without Active learning method enabled. We use modAL python package for running the experiments. We
compare GP without Active learning (GP) and GP with Active Learning enabled (GP AL) based two metrics,
(i) Number of samples required to achieve same error rate and (ii) Error rate for same number of sam-
ples. For GP, we use 500 samples for training, whereas for GP AL, we start the training with 50 samples and
let the query strategy figure out the next samples. We let the training proceed until the error rate of GP AL
reaches up to GP for a fair comparison. We also compare GP AL and GP by letting GP AL consume the same
number of samples as GP and compare the error rate of both. We observe a multi-fold decrease in the error rate
of GP with active learning enabled for the same number of samples. To pronounce the versatility of our work,
we experimented with the same setting for the case of NLSE, and it reduced the data requirement by 10% of
the original data.

Conclusion

In this work, we propose a novel approach to exploit the Active Learning framework for training machine
learning models like GP for modeling dynamical systems. We compared models trained with and without
Active Learning. We observed that the Active Learning method could successfully query for salient samples
to achieve the same error rate with a far smaller subset of the data. When feature space is complex, Active
Learning achieves orders of magnitude better error rate for the same amount of data. Future direction will
explore how to incorporate the Active Learning method into the data generation and gathering process for
Physical Simulations.
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Abstract. The growing industrial demand for lightweight and low-carbon emission systems is eroding the safety
factors adopted in the linear design of vehicles and structures. This exposes the ultimately nonlinear nature of mechanical
systems, creating the need for a better understanding of their nonlinear behaviour. In this context, we have experimentally
investigated the dynamic behaviour of a nonlinear two-degree-of-freedom mechanical system with piecewise stiffness
characteristics. The system is clamped at both ends and one constraint is directly excited by a shaker. The system allows
the adjustment of non-contact gaps and stiffness of the piecewise characteristic and provides a valuable resource for the
validation and verification of numerical studies in this field. The experimental results show the very rich dynamics of the
system, revealing the presence of quasi-periodic, chaos, and multi-periodic responses as well as branches of bifurcating
stable solutions.

Introduction

The need for high-performance and lightweight mechanical structures is revealing the intrinsic nonlinear nature
of mechanical systems [1, 2, 3]. Between them, piecewise-smooth dynamical systems represent a particular
class of systems which find practical applications in the study of mechanical oscillators and aeroelastic systems
with free-play gaps, linear-capsule and impact drilling systems, the description of aerodynamics forces, foldable
wings for low carbon emission aircraft, mechanical gear systems, non-linear energy harvesters, and non-linear
vibration suppression systems. Nevertheless, in the literature, only a few experimental studies account for
nonlinear Multi-Degrees of Freedom (MDOF) mechanical systems with piecewise characteristics, and most of
them are dedicated to structures with free ends, like nonlinear energy sinks [4]. Moreover, the large majority
of these studies provide only a limited amount of data, generally referring only to a single feature, e.g. a
single orbit, and neglecting the rich dynamics content of these systems. Thus, in this paper, we propose a
detailed experimental analysis of the dynamics of a nonlinear MDOF piecewise system, focusing attention on
the nonlinear transfer functions and system attractors.

Results and discussion

The experimental test rig is constituted of masses, supports, and stoppers with adjustable positions, and the
analysis is carried out at different excitation amplitudes and frequencies to highlight the details of its dynamics.
The experimental results show the presence of quasi-periodic, chaotic, and multi-period responses which can
co-exist at the same excitation frequency, as shown in Figure 1.

Figure 1: Experimental nonlinear transfer functions between the input sinusoidal voltage applied on the shaker and the impacting mass
displacement for forward/backward frequency sweeps (left) and some associated orbits (right).
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Abstract. This work presents a higher order correction to the transverse discontinuity mapping(TDM) for accurate pre-
diction of trajectories for piecewise-smooth(PWS) hybrid systems where degree of smoothness(DoS) is zero. To demon-
strate this, a PWS system representing the simplest case of fluid-structure interaction(FSI) where the structure undergoes
vortex induced vibrations(VIV) in a uniform flow is studied. Nonsmoothness manifests when a barrier is encountered
obstructing the structure’s motion. Investigation of this PWS FSI system show discontinuity induced bifurcations(DIBs)
and chaos. The derived higher order TDM is implemented to perform a stability analysis and corresponds well with the bi-
furcation results. A comparison of the higher order corrections with the first order TDM shows significant improvements.
The necessity of a higher order TDM to accurately predict the outcomes of a PWS impacting system is highlighted.

Introduction

PWS systems exhibit behaviours like DIBs (grazing, sliding, chattering), period adding cascades, coexistence of
multiple attractors, quasi-periodicity and chaos [1]. To estimate stability of the linearized states, the behaviour
of infinitesimally perturbed trajectories, during a border collision, is examined. Two nearby trajectories interact
with the barrier at different instants of time, δis. With the predicted flight times, the perturbed paths are mapped
using TDM; only valid for transversal interactions with the boundary. Therefore, it is essential to accurately
predict δis, since the TDM is a function of δis and the separation between the trajectories. In general for
impacting systems, the O(1) terms of δ(t) are not a function of the system parameters. Thus, neglecting higher
order terms causes incorrect prediction of the dynamics. Moreover, for some parameters showing chaotic
trajectories, the perturbed paths exponentially diverge as the system evolves. For such cases, the O(1) terms of
δis might lead to inaccurate estimates of the state. Here, the time difference, δis and subsequently the TDM for
the PWS FSI system are derived while retaining the O(2) terms. To demonstrate the applicability, a 4-D FSI
system comprising of a structural (harmonic) oscillator (y(t)), undergoing VIV transverse to the cross-flow,
is assessed [2]. Here, the lift force is modelled as a Van der Pol oscillator. Non-smoothness is introduced by
placing a barrier in the vicinity of the structure. The structure, upon interaction with the barrier, undergoes an
instantaneous reversal of velocity defined by a restitutive law with coefficient of restitution r = 0.8.
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Figure 1: (a) Perturbed trajectory (in red) with initial norm of 0.01 units showing no border collision (b) % Error in δ using O(1) and
O(2) with initial perturbations y⃗ lying on 4-D hyper-sphere labelled A to E normalized as r0, shown in x axis.

Results and discussions

A comparison of % error in δis using O(2) [3] over O(1) reveals a significant improvement, see Fig. 1(b). The
O(2) terms of δis and TDM indicate that some trajectories might miss the discontinuity boundary, see Fig. 1(a).
This is contradictory to the predictions using O(1) and the saltation matrix, which states that an impact will
occur, that leads to an incorrect prediction of the perturbed trajectories. Direct numerical simulations reveal
that the O(2) accurately predicts the behaviour of these trajectories near the border.
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Abstract. The vibration energy transmission and dissipation characteristics of a system with multiple frictional 

contacts modelled by Coulomb friction are investigated. The internal vibration transmission between masses and 

energy dissipation is studied quantitatively using the power flow analysis approach. The harmonic balance (HB) 

method with alternating frequency time (AFT) scheme and direct numerical integrations are used to obtain the 

dynamic responses and power flow variables. Results show that the level of vibrational dissipation within frictional 

system depends substantially on the interfacial contact properties and thus is tailorable by changing friction 

coefficients. Complex nonlinear dynamic phenomena of the system arising from frictional contacts are revealed 

and the primary energy dissipation source of the frictional system is identified. The findings are expected to some 

insights into the vibration suppression design for frictional systems. 
 

Introduction 
 

An in-depth understanding of effects of the friction on vibrating systems is vital to achieve designs of superior 

dynamic performance. The strong non-smooth nonlinearity resulted from the contact frictional interface brings 

about challenges in the design and analysis of frictional structures. While work has been reported from the 

complex dynamic responses, such as stick-slip responses, associated with frictional systems, more work is 

needed to achieve enhanced dynamic design in terms of vibration suppression performance. The vibration 

power flow analysis approach offers a promising tool to reveal new nonlinear phenomena of systems with 

friction by taking a new viewpoint of vibration energy transfer and dissipation [1]. In this paper, a system with 

multiple frictional contacts as shown in Fig. 1(a) is studied taking into consideration of various frictional 

contact roughness. The vibration power flow analysis based on HB-AFT is carried out, with the time-averaged 

energy transfer between subsystems and dissipation at the contacts defined and evaluated.  
 

    
 

Figure 1: (a) 10-DOF system with various friction contact between masses and the ground; (b) time histories of spring force at point 

𝐴 (i.e., the tangential force); (c) accumulated dissipated energy by friction at 𝑚1. 
 

Results and discussion 
 

Figure 1(a) shows a 10-DOF system with  prescribed velocity 𝑣(𝑡) at its left-hand-side end and parameters set 

as stiffness 𝐾 = 0.8 MN/m, normal force 𝑤 = 30 𝑁, 𝑚𝑖|𝑖=1⋯10 = 1.2 g, and  𝑘 = 25 MN/m. For Fig. 1(b) 

and (c), 𝑣 is set constant at 0.1 mm/ while other values can also be considered. The time histories of the spring 

force at point 𝐴, namely the tangential load, are obtained and shown in Fig. 1(b). The accumulated energy 

dissipation by friction at the interface of  𝑚1 is depicted in Fig. 1(c). By varying the friction coefficient 𝜇𝑖, it 

is evident that both the maximum spring force at point 𝐴 (i.e., the tangential load) and the accumulated 

dissipated energy by the friction at 𝑚1 can be modified. The results show that the dynamic response, energy 

dissipation and transfer can be achieved by tailor-designing the frictional contacts. 
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Abstract. In this work, the performance of a novel method to determine the stability of periodic solutions based on the
Hill matrix is examined. Using the Koopman framework, the linear time-periodic perturbed dynamics around a periodic
solution can be approximated by a linear autonomous system of higher order, whose system matrix is the well-known
Hill matrix. The monodromy matrix can hence be approximated by the Hill matrix, using only a matrix exponential and
a projection. This projection is not uniquely determined, and various ways to obtain a suitable projection are discussed in
this paper. The numerical efficiency of the novel method is illustrated for the vertically excited multiple pendulum.

Introduction

The numerical characterization of periodic solutions and their stability in nonlinear systems is a task of great
interest in engineering application. One common approach to find these periodic solutions is the Harmonic
Balance method (HBM). The HBM itself does not give stability information, however the Hill matrix H can
be found and constructed easily. As its eigenvalues approximate the Floquet exponents, this can be used as a
stability criterion. However, in a so-called sorting process, only a nontrivial subset of these eigenvalues must
be considered for correct assertion of stability. This is an ongoing area of research [1, 2].
Recently, the authors proposed a Koopman-based stability method [3]. For the perturbed dynamics y, the
dynamics of the Koopman basis Ψ(y, t) = [Nuiωt, . . . ,−Nuiωt]

T ⊗ y are approximated by

Ψ̇ ≈ ż = Hz

y(t) = C(t)Ψ(t) ≈ C(t)z(t) = C(t)eHtWy0 ,

yielding C(T )eHTW as an approximation of the monodromy matrix ΦT . Its n eigenvalues, the Floquet
multipliers, carry the stability information. The projection C from the linear autonomous Koopman lift to the
monodromy matrix is not unique and influences the accuracy of the determined Floquet multipliers.

Figure 1: Flowchart comparing the three general stability approaches for periodic solutions.

Results and discussion

Application of the above method to a vertically excited multiple pendulum as a generalization of the Mathieu
equation shows that the choice of the projection matrix C in the presented method greatly influences accuracy
and convergence speed. If C is chosen to be constant and picking the middle rows of Ψ, convergence to the
correct Floquet multipliers is observed. The convergence rate can, however, be improved by other choices.
In particular, evaluation of the approximated perturbed dynamics over one period using an integral or a low
number of time samples yields a projection matrix that improves this convergence rate. However, both these
techniques can exhibit numerical issues. If the maximum considered frequency Nu is large, the quadratic
program needed for the integral approach tends to stall due to a numerically semidefinite or even indefinite
cost matrix. Numerical rank loss can also occur while solving a linear equation system of time samples, again
preventing the ideal C from being found. However, this rank loss can be circumvented by using more or
differently spaced time instants. For the multiple pendulum, structure in these optimal solutions can be used to
explicitly specify a C matrix for larger but similar systems, circumventing these numerical problems.
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Abstract. A new compact and efficient formulation is presented for the construction of periodic solutions of vibrating
systems with two-dimensional dry friction occurrences. Rather than relying on penalization or regularization, the approach
is based on an exact formulation of the non-smooth governing equations as equalities, and periodic solutions are sought
in a weighted residual sense via a Ritz-Galerkin projection. To increase efficiency, the Jacobian of the friction forces is
calculated in a piecewise linear fashion. The implementation is straightforward, as it relies on basic integral quadrature
schemes and existing nonlinear solvers, and does not suffer from typical limitations or hypotheses. The theory is applied
to a system with two-dimensional friction contact, demonstrating its simplicity and effectiveness.

Introduction

Non-smooth nonlinearities due to unilateral contact and dry friction are ubiquitous in structural engineering
systems. Turbomachinery rotors are a prime example of industrial systems that are subject to intermittent
contact and feature dry friction dampers to mitigate adverse vibrations. While predicting the dynamic response
of non-smooth systems is of great importance and has been the subject of much research over the years, their
equations of motion can be remarkably challenging to solve, because Signorini unilateral contact and Coulomb
friction conditions are inequalities. Existing methods commonly rely on the penalization of the friction force
by introducing a finite stiffness or on the smoothing of the contact force [1]. Frequency-domain formulations
require the calculation of the contact conditions in the time domain at each iteration of the nonlinear solver via
an FFT [2], while time-domain methods mandate advanced time-stepping or event-driven schemes [3].

Results and discussion

Here the fundamental approach introduced in [4] is extended to systems with two-dimensional frictional occur-
rences. The key idea is to express the equations governing the non-smooth friction terms as equalities rather
than inequalities. This enables the construction of periodic solutions in a weighted residual sense, by (i) ex-
panding all unknowns of the problem in terms of an appropriate truncated basis of periodic functions (here
the Fourier basis), (ii) projecting the equations of motion, which feature only equalities, onto the Fourier basis
functions, and (iii) solving iteratively the resulting system of time-independent nonlinear equations.
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Figure 1: Periodic solution with sticking
(velocity = 0) and slipping (force = ±1).

The integrals generated by the projection procedure are computed nu-
merically using a classical quadrature scheme such as a Riemann sum,
and the resulting nonlinear equations are solved using a non-smooth
Newton or hybrid Powell solver. A key advantage is that no penal-
ization or regularization hypothesis is made. Also, there is no need
for an FFT-based alternating frequency-time procedure to calculate the
Coulomb conditions in the time domain [1] or for artificially introduc-
ing dissipation to construct the periodic solutions [2]. A typical peri-
odic response at the friction point is depicted in Figure 1, which shows
that the sticking and slipping phases of the motion are captured.
Two major advances are presented. First, the Jacobian is expressed in
an exact, piecewise linear fashion instead of being computed numeri-
cally in the nonlinear solver, making computations significantly more efficient and accelerating convergence.
Second, the formulation is applied to a two-dimensional frictional surface, as opposed to a line. Friction condi-
tions are written as two coupled equalities (as opposed to a single equality for a contact line), which are solved
for in a weak sense using the Ritz-Galerkin projection. Results show that the formulation is remarkably simpler
and more powerful than existing methods. In particular, the direction of sliding motion on the contact surface
becomes an unknown of the problem, alleviating the need for cumbersome hypotheses and procedures required
by current methods regarding the sliding direction.
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Abstract. We propose a multi-component Allen–Cahn equation for crystal growth. There are quite a few models
for crystal growth in the literature. In particular, there are phase-field models inspired by the Allen–Cahn equation for
a single crystal. We would like to extend such phase-field models for single crystals to multiple crystals. Under the
k-fold symmetry, growth of multiple crystals is well modeled and simulated by our method. In particular, the merging
phenomenon of nearby crystals is captured in our simulations.

Introduction

The Allen–Cahn equation introduced by Allen and Cahn [1],

ut = ϵ∆u+
1

ϵ
W ′(u),

is a well-known phase separation model with a double well potential W (u) := (1−u2)2

4 . This is also interpreted
as a gradient flow of the Ginzburg-Landau energy functional E(u) := ϵ

2

∫
Ω |∇u(x)|2dx + 1

ϵ

∫
ΩW (u(x))dx.

When modeling multiple components, we use a phase variable ϕ = ϕA + ϕB . Under the k-fold symmetry, we
use the k-fold symmetric interfacial energy ϵ(ϕ) = ϵ0(1 + ϵk cos(kϕ)).

Results and Discussion

The model we propose is

ϵ2(ϕ)
∂ϕ

∂t
= ∇ ·

(
ϵ2(ϕ)∇ϕ

)
−
[
2ϕ− 1

2
+ λu

ϕ(ϕ− 1)

4

]
ϕ(ϕ− 1) + div(F (ϕ)) + β(ϕ),

∂u

∂t
= D∆u+

1

2

∂ϕ

∂t
,

where F (ϕ) =
(
|∇ϕ|2ϵ(ϕ)∂ϵ(ϕ)∂ϕx

, |∇ϕ|2ϵ(ϕ)∂ϵ(ϕ)∂ϕy

)
and β(ϕ) is defined by

β(ϕ) :=− 1

2

[
2ϵ(ϕA)∇ϵ(ϕA) · ∇ϕA −W ′(ϕA)− 4λuW (ϕA) + div(F (ϕA))

+ 2ϵ(ϕB)∇ϵ(ϕB) · ∇ϕB −W ′(ϕB)− 4λuW (ϕB) + div(F (ϕB))
]
.

Below are two simulation results. Unlike other models, our phase-field model can simulate the merging phe-
nomenon of nearby crystals.

(a) Left: ϕA, Middle: ϕB , Right: ϕ = ϕA + ϕB (b) Crowded crystals with three phases

Figure 1: (a) 6-fold case, (b) 8-fold case

We will also present more numerical simulations and discuss comparison results.
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Abstract. The Fokker-Planck equation governing the probability density function (pdf) of a mechanical system can be readily 
discretized in state space using finite element analysis. However, even low-dimensional systems, such as a single-degree-of-
freedom Duffing oscillator with two states, lead to matrix equations of large dimension, and these systems of equations grow 
rapidly as the number of states increases. If multiple parameter values or initial conditions are to be considered, computation 
of the nonstationary response by standard integration techniques rapidly becomes impractical. We examine here the use of 
operator splitting, where the finite element matrices are formulated separately for the convection and diffusion terms in the FP 
equation, leading to a time marching scheme based on the resulting state transition matrices. It is found that the pdf can be 
computed much more efficiently using this approach than with, for example, an adaptive Runge-Kutta algorithm. 

Introduction 

The nonstationary probability density function (pdf) of a mechanical system is governed by the Fokker-Planck 
(FP) equation, a partial differential equation (PDE) which is readily obtained from a state-variable 
representation of the original equation of motion. This PDE can be discretized in state space using, for example, 
a Galerkin finite element formulation, resulting in an equation of the form ��̇(�) + ��(�) = �, subject to the 
initial conditions �(0) = ��. It is typically found that 100 elements are needed in each dimension of the state 
space to obtain a stable, accurate solution, resulting in approximately 10,000 degrees of freedom in the discrete 
problem. The problem size grows exponentially with the number of states in the system, and calculations for 
2-degree-of-freedom (DOF) systems with four states (two displacements and two velocities) generally remain
impractical in most applications (such as in design, where repeated solutions are required).

We have applied operator splitting to this problem by separating the convection and diffusion terms in the FP 
equation and discretizing them separately to produce two matrices, �� and ��, whose sum replaces � in the 
equation above. These are found to be much better conditioned than the original matrix; as a result, a state 
transition matrix (STM) can be computed for each of them. These are used to advance the solution by fixed 
time steps, using either a composite STM or a more accurate (Strang splitting [1]) algorithm. 

Results and discussion 

Preliminary results obtained with this approach are very promising. As an example, we consider the single-
DOF Duffing oscillator with negative linear stiffness studied by Spencer and Bergman [2]. Figure 1 compares 
a cross section of the stationary pdf to the exact solution, and shows the numerical solution for the pdf at a 
point computed with and without splitting. In this example, running on an x86 (notebook) processor, 
computation of the response for 4 linearized natural periods using an adaptive Runge-Kutta algorithm required 
548.8 minutes; with operator splitting, this was reduced to 4.6 minutes. 

Figure 1: Results for the Duffing oscillator: (left) superimposed contour plots of the nonstationary pdf at selected times; 
(right) growth over time of the pdf at the location of a local maximum stationary value. 
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Abstract. We apply a self-supervised contrastive learning approach to reconstruct a two-parameter bifurcation diagrams
of the chaotic nonlinear dynamical systems. By using only 1% of the dataset labels we can reconstruct the diagrams with
the accuracy of about 92%. Furthermore, the method does not require a prior knowledge of the system or the labeling of the
whole nonlinear time-series dataset, which makes it as useful as other statistical methods, for example, the surrogate data
ones, 0-1 test for chaos, and others. We use the transformed Temporal and Contextual Contrasting (TS-TCC) framework
and apply the residual components and scaling as our data augmentation techniques to train the TS-TCC framework. We
test our approach against the regular TS-TCC model and the supervised approach, obtaining very promising results.

Introduction

It is often crucial to compute bifurcation diagrams in order to assess the stability and effects of multiple param-
eters on the overall dynamical properties of nonlinear systems. The case of one-parameter bifurcation diagrams
is fairly easy to deal with, but it is more difficult (due to computational requirements) to do so when two or
more parameters change at once. Many studies have been published in recent years suggesting employing
various machine learning techniques to handle such multi-parameter cases, for example, the Extreme Learn-
ing Machines, Time Series Forests with Entropy, LKCNN and LSTM networks, and others. Although those
models perform well on the training datasets, they have two major drawbacks: firstly, they need a large amount
of labeled data and, secondly, they tend to overfit while tested on the new datasets as shown in [1, 2]. These
drawbacks lead us to the main objective of this work, which is improving the generalization abilities of the
machine learning models in order to make them applicable in the real problems with decreased amount of the
labeled data needed to achieve satisfactory results. We achieved that by applying the Temporal and Contextual
Contrasting (TS-TCC) framework [3], using the residual components, and scaling as the data augmentation
techniques to train the TS-TCC framework.

Figure 1: From left: two-parameter bifurcation diagram generated using the method (similar to Poincaré section) described in [4];
reconstructed two-parameter bifurcation diagram with the TS-TCC Residual Framework using 1% of labeled data; tables with the
results, using 1% and 5% of labeled data for three sets of R × C × L parameters: (a) (6, 15.5) × (2.8, 3.4) × 1, (b) (6, 15.5) ×
(2.8, 3.4)× 1.1, and (c) (20, 29.5)× (2.2, 2.8)× 2. The best results are in bold, and the second best are underlined.

Results and discussion

The results of the TS-TCC and TS-TCC Residual frameworks are presented in Figure 1. We obtained very high-
performance metrics for both TS-TCC networks trained on only 1% and 5% of labeled data for all three sets of
parameters. The TS-TCC Residual achieved around 89−91% accuracy trained on 1% of labeled data, while the
TS-TCC achieved accuracy between 81− 88%. The results clearly show that training the TS-TCC framework
on residual components for the nonlinear chaotic arc RLC circuit is much more stable and less impacted by the
parameter changes. Similar conclusions can be made for the training on 5% of labeled data. The reconstructed
diagram shown in Figure 1 gives fairly good approximation of the original diagram. We conclude that (1)
the TS-TCC framework trained on the residual components of the considered signals achieves better accuracy
than the original TS-TCC framework; (2) taking only a handful of labeled data, the self-supervised methods
perform very well and are more useful than the supervised machine learning methods for oscillatory time-series
classification; (3) by improving the accuracy of the TS-TCC framework, we can obtain the general method for
multi-parameter bifurcation diagrams generation, that can compete with the currently used statistical methods.
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Abstract. The Lorenz model is widely considered as the first dynamical system exhibiting a chaotic attractor the shape
of which is the famous butterfly. This similarity led Lorenz to name the sensitivity to initial conditions inherent to such
chaotic systems, the butterfly effect making its model a paradigm of chaos. Nearly thirty years ago, Stefan J. Linz presented
in a very interesting paper an “exact transformation” enabling to obtain the jerk form of the Lorenz model and a nonlinear
transformation “simplifying its jerky dynamics”. Unfortunately, the third order nonlinear differential equation he finally
obtained precluded any mathematical analysis and made difficult numerical investigations since it contained exponential
functions. In this work, we provide in the simplest way the jerk form of the Lorenz model. Then, a stability analysis
of the jerk dynamics of Lorenz model prove that fixed points and their stability, eigenvalues, Lyapunov Characteristics
Exponents and of course attractor shape are the exactly the same as those of Lorenz original model.

Introduction

At the very beginning of the sixties, Edward Norton Lorenz (1917-2008), a meteorologist from the famous
M.I.T. (Massachusetts Institute of Technology) succeeded in establishing a model for atmospheric convection
comprising only three variables. The solution of this weather forecasting model that Lorenz [4] plotted in
a three-dimensional phase space is compelled to evolve on a chaotic attractor which resembles the wings of a
butterfly. It is probably this form that prompted Lorenz to call the “sensitivity to initial conditions” (described by
the French mathematician Henri Poincaré as early as 1908 in his philosophical writings Science and Method [5])
the “butterfly effect”. During these last two decades, the seminal works of Gottlieb [2] and Sprott [7, 8, 9, 10,
11, 12, 13] have triggered out an increasing interest in the study of chaotic oscillators based on jerk equations,
that is, oscillators which can be completely described by third-order ordinary differential equations of the form
...
x = f(ẍ, ẋ, x). In 1997, Stephan J. Linz [3] proposed in a very interesting paper an “exact transformation”
enabling to obtain the jerk form of the Lorenz model and a nonlinear transformation “simplifying its jerky
dynamics”. Unfortunately, the third order nonlinear differential equation he finally obtained precluded any
mathematical analysis and made difficult numerical investigations since it contained exponential functions.
Let’s notice that the jerk form in x of the Lorenz model that we will provide below is exactly the same as those
obtained by Linz but presented in a different way. In 2014, Buscarino et al. [1] used linear combinations of
the three nonlinear ordinary differential equations modeling the Chua’s circuit to deduce its jerk forms in x
and z. Recently, Xu and Cao [14] proposed to use the so-called controllable canonical form to provide all the
jerk forms dynamics of Chua’s circuit. In this paper, following the method of linear combinations proposed
by Buscarino et al. [1], we provide the jerk form in x of Lorenz model. Thus, by making a comparison of
fixed points and their stability, eigenvalues, Lyapunov Characteristic Exponents and attractor shapes between
the original three-order Lorenz model and its first jerk form in x we demonstrate the topological equivalence of
both systems.
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Abstract. The present study investigates the dynamic behavior of the spiral bevel gears (SBGs) by developing two degrees 

of freedom dynamic model (2 DOF) to four degrees of freedom (4 DOF) which involves the rotational shaft stiffness. The 

governing equations of motion are derived based on a nonlinear time-varying model. The nonlinearity and time dependency 

emanate from the backlash and contact ratio of the pinion and the gear, respectively. Depending on the working conditions, it 

could be happened that the system experience a backside contact which is an undesirable phenomenon in gear systems. A 

comparison between two systems, i.e., 2 DOF and 4 DOF, is done to understand what kind of phenomena are neglected by 

decreasing the DOF. The root mean square (RMS) diagrams and bifurcation diagrams are employed to analyze the vibration 

response of the system. The interesting point is that the simplification in dynamic model could lead to a different dynamic 

response respect to the reality. 
 

Introduction 
 

Bevel gears are using for the power transmission systems with limited space. Without bevel gears, the drive 

motors, gearboxes, and driven equipment may locate on the linear position, consequently the total space of the 

driving equipment is vast. For high-speed gearboxes using spiral bevel gears (SBGs) instead straight bevel 

gears is essential due to the high level of vibration magnitude. Bevel gears are applicable in different 

engineering fields, e.g., aerospace, terrestrial vehicles, and in heavy industries whenever it is required to 

transmit a high load between nonparallel shafts [1]. In Ref. [2], Samani et al. investigated nonlinear vibration 

of the SBG with a novel tooth surface modification. However, they showed that the considered higher-order 

transmission error method is not able to decrease the vibration level for the considered frequency ratios. The 

effectiveness of squeeze film dampers for passive vibration control of SBGs is evaluated by Chen et al., [3].  

Figure 1 represented the dynamic model, which is used for simulation. The translational degrees of freedom 

for both, driver and driven gears are constrained in all directions as well as the rotations. the gears can only 

rotate around their axes. By considering the shaft rotational stiffness, the dynamic model becomes 4 DOF, i.e., 

two rotational DOF for the pinion and the gear, and two degrees of freedom for the load and the motor. The 

nonlinear differential equations with time-varying mesh stiffness are solved via numerical integration based 

on an adaptive step-size implicit Runge-Kutta scheme. 

 
Figure 1: The dynamic model of a gear system with rotational degrees of freedom. 

 

Results and discussion 
The systems, regardless of the number of DOF experienced three types of contact: drive-side contact, 

separation tooth, and undesirable backside contact. By comparing the response of the dynamic models with 

2-DOF and 4-DOF, the dynamic behavior of the system altered. The vibration amplitude, RMS, considering 

2-DOF is higher than the system with 4-DOF at primary and super-harmonic frequency ratios. Besides, the 

maximum magnitude of vibration happens during backside contact. Vice versa, close to the primary resonance, 

the 4-DOF system represented chaotic response, while 2-DOF presents 4T harmonic response. At 𝜔𝑚 𝜔𝑛⁄ =
0.46, the 2-DOF system presents chaotic response for a narrow range of frequency while it is eliminated in 

4-DOF system. 
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Abstract. We investigate a conceptual pitch-plunge airfoil in hypersonic flows, considering the effects of irregular
fluctuations and external random load modeled as a Gaussian white noise. The dynamical responses of the airfoil model
especially the bifurcation behaviors are studied via the harmonic balance method. Subsequently, the effects of stochasticity
on the hypersonic airfoil system are explored in the regimes of subcritical and supercritical Hopf bifurcations depending
on the system parameters. Several interesting phenomena, in particular, intermittency and stochastic transition between
the low-amplitude oscillation state and the undesirable high-amplitude oscillation state are triggered under random per-
turbations. This work will provide new insights into the safety and reability design of hypersonic aircraft.

Introduction

Hypersonic airfoils generally refer to the ones at Mach number greater than five and the aerodynamic loads are
greater. The existence of nonlinearities makes the airfoil system undergo Hopf bifurcation [1,2]. Moreover,
the flight environment of aircraft is quite complex, which contains many stochastic factors including irregu-
lar fluctuations and external random load [3-5]. However, there is less research on the stochastic dynamics
of airfoil models in hypersonic flow. The influences of stochastic disturbance on the hypersonic airfoils are
not sufficiently studied. We study the stochastic response of a conceptual two-dimensional airfoil excited by
irregular fluctuations in the flow and external random load modeled as a Gaussian white noise.

Results and Discussion

The dimensionless coupled motion equations with the external random load are established as

ξ′′ + xαα
′′ + 2ζξ

$
U ξ
′ +

(
$
U

)2
G (ξ) = OEA ,

xα
r2α
ξ′′ + α′′ + 2ζα

1
Uα
′ + 1

U2M (α) = PEA + η (t) ,

in which ξ and α denotes the dimensionless plunge and pitch degrees of freedom, $ is the intrinsic frequency
ratio, rα is the radius of gyration about the elastic axis, ζξ, ζα are the damping coefficients of the plunge and
pitch degrees of freedom, and OEA, PEA are the dimensionless aerodynamical coefficients. The external ran-
dom load η(τ) satisfiesE [η (t)] = 0, E [η (t) η (t+ τ)] = Dδ (τ), whereD is the noise intensity. The irregular
fluctuations in the flow can be written as U(t) = Um + φ(t), where Um is the average flow velocity and φ(t)
is the fluctuating component with zero mean. The obtained results are shown in Fig.1. Bistable behaviors are
observed and the effects of the system parameters are discussed. Under the random loads, stochastic transitions
and stochastic P-bifurcations are found in both supercritical and subcritical bifurcation region.
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Figure 1: Response statistics of the conceptual airfoil systems. (a) Pitch amplitude versus the flow velocity U ; (b) The subcritical and
supercritical region with different βα; (c) Time history of pitch motion in supercritical region with Um = 13.88; (d) Time history
of pitch motion in subcritical region with D = 1 × 10−10; (e,f) Steady-state joint probability density function and countours with
Um = 13.95; (g) Steady-state marginal probability density function with D = 1× 10−10.
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Abstract. The contribution presents a novel computational technique for the Wright function using numerical quadra-
tures.

Introduction

The Wright function, introduced by E.M. Wright, is a special mathematical function originally defined by the
infinite series:

W (a, b| z) :=
∞∑
k=0

zk

k! Γ(ak + b)
, z, b ∈ C, a > −1

The Wright function provides a unified treatment of several classes of special functions, notably the Bessel
functions, the error function erf , the Airy function Ai, and the Whittaker function [1]. It is also related to
the derivatives of the Gaussian exp (−x2/2) and the Airy functions. The Wright function arises in the theory
of the space-time fractional diffusion equation with the temporal Caputo derivative. Therefore, methods of its
computation can be of general interest. Previous studies [2] treated only the case |b| ≤ 1.

Results and Discussion

The present contribution removes this restriction and strives for full generality of the computational technique,
which covers many applications, such as, for example, the computation of the Prabhakar and Mittag-Leffler
functions. This is achieved by the use of the complex integral representation of the function along the Hankel
contour encircling the negative real semi-axis:

W (a, b| z) = 1

2πi

∫
Ha−

eξ+zξ−a

ξb
dξ

using the method of stationary phase. The algorithm is implemented as a standalone library using the double-
exponential (DE) quadrature integration technique [3] in the Java programming language and can be down-
loaded from https://github.com/dprodanov/dspquad. A reference Maxima implementation was
developed both for QUADPACK [4] and for DE libraries. Function plots are presented in Fig. 1 (left – negative
|a| < 1, right – a = 1 ).

Figure 1: Wright function plots

References
[1] Gorenflo, R., Luchko, Yu., Mainardi, F. (1999) Analytical properties and applications of the Wright function. Fract. Calc. Appl.

Anal. 2(4), 383–414
[2] Luchko, Y. (2008) Algorithms for evaluation of the Wright function for the real arguments’ values, Fract. Calc. Appl. Anal., 11,

57 – 75
[3] Takahasi, H. and M. Mori (1974) Double exponential formulas for numerical integration, Pub. RIMS Kyoto Univ. 9, 721 – 741
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Abstract. On the last September 22nd, 2022 a NASA Spacecraft try to deflect the orbit of the asteroid Dimorphos
orbiting around Didymos. The orbit of Dimorphos had been shortned of about 32 minutes with respect to the original one.
In this communication, it is proposed a simple mathematical model that allows to emulate the DART mission behavior.

Introduction

The problem is approached referring to the Kepler two-bodies problem. That leads to a set of six differential
equations model in the state-space representation. The model is highly nonlinear and the condition that emulates
the experiment is approached by varying the initial condition of the small mass asteroid during its dynamical
behavior. The numerical problem has been approached both by using the Eulero methods and the classical
5th order Runge Kutta algorithm [1]. Moreover, it is in progress the realization of an analog electronic circuit
emulator of the system that allows to realize faster and qualitative more efficient experiments.

Results and discussion

The obtained results derived by a trial and error procedure leading to suitable results compared with the exper-
imental trajectory given from NASA [2].
The preliminary study is addressed to stimulate the interest of researchers in approaching the deflection of
asteroids as a trajectory control problem and to work on the model of the coupled asteroids in order to have
a reliable simulation platform also including hybrid configurations with both digital and analog computational
units.

Figure 1: Experimental results of modeling DART mission: original trajectory (green curve), controlled trajectory (red curve).
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Abstract. This study presents a physics-constrained deep learning method for identifying and visualizing the invariant 
nonlinear normal modes (NNMs), which contain the spatiotemporal dynamics of fluid flow potentially exhibiting strong 
nonlinearity. To develop the nonlinear modal transformation, NNM-CNN-AE integrates a multi-temporal-step dynamics 
prediction block with a convolutional autoencoder constrained by NNM physics (NNM-CNN-AE). In addition, we 
simultaneously learn the NNMs containing the spatiotemporal dynamics of the flow fields, reduced-order reconstruction and 
predict long-term flow fields. 
 

Introduction 
 

In this study, we present a physics-constrained deep learning method to discover and visualize from data the 
invariant nonlinear normal modes (NNMs) which contain the spatiotemporal dynamics of the fluid flow 
potentially containing strong nonlinearity. Specifically, we develop a NNM-physics-constrained convolutional 
autoencoder (NNM-CNN-AE) integrated with a multi-temporal-step dynamics prediction block to learn the 
nonlinear modal transformation, the NNMs containing the spatiotemporal dynamics of the flow, and reduced-
order reconstruction and long-time future-state prediction of the flow fields, simultaneously. In test cases, we 
apply the developed method to analyze different flow regimes past a cylinder, including laminar flows with 
Low Reynolds Number (LRN) in transient and steady states (R_D=100) and High Reynolds Number (HRN) 
flow (R_D=1000), respectively. The results indicate that the identified NNMs are able to reveal the nonlinear 
spatiotemporal dynamics of these flows, and the NNMs-based reduced-order modeling consistently achieves 
better accuracy with orders of magnitudes smaller errors in construction and prediction of the nonlinear 
velocity and vorticity fields, compared to the linear proper orthogonal decomposition (POD) method and the 
Koopman-constrained-CNN-AE using the same number or dimension of modes. We perform an analysis of 
the modal energy distribution of NNMs and find that compared to POD modes, the few fundamental NNMs 
capture a very high level of total energy of the flow, which is advantageous for reduced-order modeling and 
representation of the complex flows.  

 
 

Figure 1: NNMs modes of streamwise velocity field over a cylinder and corresponding phase portraits of NNMs and POD modes  
 

Results and discussion 
 

Figure. 1 illustrates the identified NNMs spatial modes of a flow over a cylinder in laminar regime (streamwise 
velocity) and the phase portrait of NNMs modal coordinates and corresponding POD coordinates. The 
identified NNMs have distorted spatial patterns, capturing the nonlinear nature of the flow. This is also can be 
seen in the phase portrait of the trajectory of the first and second modes of POD and NNMs, where the NNMs 
curve is more distorted (nonlinear) while the trajectory plot of POD modes is circular. These results suggest 
the identified NNMs are able to reveal the nonlinear physics behind the flow in the laminar regime better 
compared to the linear method POD. These nonlinear spatiotemporal features captured by NNMs are also 
beneficial to the reduced-order reconstruction and prediction of the flow field potentially containing 
nonlinearity. 
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Abstract. In the paper, the model of a protective panel ensuring the 3rd level of ballistic protection according to
STANAG standards was proposed. Adequacy of proposed approach to the problem was tested on the example of a selected
type of armor-piercing projectile 7.62x54R B32. The scope of paper included preparation of numerical models formulated
using axi-symmetric and three-dimensional descriptions. Built models were validated and verified using experimental
results. Conducted multi-variant numerical analyzes show that the developed numerical model satisfyingly corresponds
to the real course of the perforation process for assumed experimental conditions. At the model validation stage, an error
in determining the residual velocity of the projectile in the range of 0.8-2% was obtained. As a result of verification, the
final result of simulation was obtained in accordance to experimental observation.

Introduction

The tasks that Armed Forces around the world are currently facing define the minimum requirements for a
ballistic panel necessary to protect light combat vehicles involved (STANAG 4569 normative documents -
protection levels for logistic crews and light armored vehicles). The challenge faced by people designing such
a protective panels is to minimize the threat to combat vehicles in result of fire from small-caliber weapons with
the use of 7.62x54R B32 armor-piercing projectile. Protective elements should be characterized by low weight,
due to the dynamic characteristics of the vehicle, and a sufficiently high ability to absorb impact energy. The
research included i.a. features of the system of protection against the effects of a small arms projectile, such
as the modular structure of the armor. Such construction of the ballistic panel allows easy assembly and quick
replacement of the armor part, if the protective plate is partially damaged. Computer modeling methods have
been an important tool in the research process for years. Popularity of computer simulations is related to the
fact that they are an intermediate link between theoretical analytical considerations and experimental research.
The review of the literature shows that in numerical models a simplified description of the phenomenon of
perforation/penetration is used, and the projectiles used do not meet the standards of a specific threat level.
Experimental verification of the obtained results is also often not carried out.

Figure 1: Comparison of the disc perforation at the same moment of time for the numerical model (a) 2D, (b) 3D and (c) experiment.

Result and discussion

The model validation and verification stage showed a satisfactory level of correctness of obtained modeling
results. The maximum error due to the residual velocity of the projectile reached 2% for the validation variant
of the axisymmetric model and 0.8% for the three-dimensional model. For verification variants, both 2D and
3D, obtained from the simulation, the residual velocity was 0 m/s, the same as in the experiment. It is worth
noting that the way of cracking and fragmentation of ceramic tiles and the presence of a cork in the axial
symmetric variant for the ARMOXA disc is consistent with experimental observations. On the other hand, it
was not possible to obtain a cork for the 3D variant, which is related to the selection of failure parameters for
the Johnson-Cook model. As mentioned earlier, this model is not able to reproduce all the physical behavior
of the material, similarly to the cracking of the cork in the axisymmetric model. The visual consistency of the
final form of shield destruction with the results obtained on the basis of the simulation is visible in Figure 1.
The obtained results prove: correct adoption of the basic assumptions of the model, properly performed spatial
discretization of models, proper selection of constitutive models of materials with appropriate material data,
acceptable method of describing damage / damage and material erosion.
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Abstract. The demand of improving drilling productively and reducing the cost of drilling process significantly depends on 

the efficiency of drilling tools and the understanding of drilling behaviours. The drillstring, which is one of these main tools 

during the drilling operation, used to drill a hole by transmitting the required torque and drilling fluid to the drill-bit. Due to 

the tough destructive nature of the drilling process, the drillstring always exposed to various unwanted vibrations that turns 

the drill-bit to a severe wear and failure along with the other accessories. These vibrations diminish the drillstring life due to 

its nonlinear occurrence as an excessive axial, lateral and torsional mode. This work provides adequate understanding to the 

nonlinear drillstring dynamics to predict the premature vibrations and study drilling parameters using a finite element (FE) 

model that was validated experimentally using a laboratory drilling rig. Riedel Hiermaier Thoma material (RHT) model was 

adopted in which a series of experiments tests were conducted to identify its parameters. Our numerical results present a strong 

correlation with the experimental results for analysing the nonlinear dynamics to characterise the effect of drillstring impact 

and friction with the surrounding states and performing a parametric study to predict the effects of weight on bit and rotary 

speed on the rate of penetration.  

Introduction 
 

The nonlinear dynamics caused by the drillstring, which is a long sequence of connected drill-pipes with other 

additional equipment are very complicated issue in oilwell drilling. These dynamics are subjected to various 

nonlinear axial, lateral and torsional vibrations due to the shocks between the drill-bit and rock formation and 

impacts between the drillstring with the borehole [1]. Therefore, this work aims to investigate the nonlinear 

drillstring dynamics caused during drilling prospecting to enhance the rate of penetration and non-productive 

time as well as to avoid the unexpected economic consequences. This study will provide a significant 

foundation to analyse the nonlinear dynamics and optimise drilling parameters using both experimental and 

numerical methods (see Fig. 1). The effectiveness of the numerical model is essentially achieved by the 

employed material model as shown in Fig. 1(c). RHT model was taken into account to formulate the drilling 

model along with the damage model in both initially vertical wells and then developed to involve horizontal 

wells [2], see Fig. 1(d). Limited studies were conducted to study the effect of drillstring dynamics during rock 

breaking with the RHT model in rotary drilling [3]. It is significant to study the drillstring to estimate drilling 

nonlinearities and optimise drilling parameters for a better production performance. 

 

Figure 1: (a) Compressive test and (b) failure; (c) Compressive failure, (d) drilling model and (e) rock breaking via FE modelling. 
 

Results and Discussion 
 

The RHT model was initially verified from various compressive and tensile tests to obtain its parameters for 

the elastic limit, failure and damage surface that eventually validated with the FE model. The model was 

convenient to analyse the rock breaking behaviour and consequently relate the drilling performance with the 

experimental drilling rig results. For instance, at speed 15 rpm, force and torque on bit shows a good agreement 

for both FE and experimental results as presented in Fig. 1(e). The identified drilling parameters can help to 

predict drillstring dynamics, so providing timely mitigation methods for undesired instabilities. 
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∗ Departmento de Matemáticas, Universidad de Salamanca, Spain, ORCID # 0000-0001-9219-6749
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Abstract. A family of methods for the numerical solution of the CIR model reproducing the mean-reversion property of
the exact solution is presented. The convergence of the methods in the strong and weak senses is established. In addition,
a method that captures exactly the first and second long-term moments of the CIR process is found.

Introduction

The Cox-Ingersoll-Ross (CIR) model describes the interest rate as the solution to the nonlinear equation

dX(t) = α(θ −X(t))dt+ σ
√
X(t)dWt (1)

where Wt is a standard Wiener process and α, θ, σ ∈ R+. The solution is mean reverting: In fact, the long term
first and second moments of the CIR process are given by:

lim
t→∞

E[X(t)] = θ, lim
t→∞

Var(X(t)) =
σ2θ

2α
.

Numerical methods specially designed to solve the CIR equation have been proposed in the literature [1, 2, 3, 4].
A desirable property of any numerical method for solving an SDE is the preservation of qualitative properties
of the exact solution [5]. In this sense, our goal is to propose schemes that applied to the CIR problem give
numerical solutions that preserve the first and the second long-term moments.

Results and discussion

To solve numerically the equation (1), as a modification of a method presented in [1], we propose the schemes

Xn+1 :=
((

1− α

2
∆ +K∆∆

2
)√

Xn +
σ

2
∆Wn + S∆∆∆Wn

)2
+

(
αθ − σ2

4

)
∆

where K∆ = O
(
∆0

)
, S∆ = O

(
∆0

)
. We prove that these schemes converge to the exact solution in the

strong and weak senses. Later we give sufficient conditions to obtain numerical solutions that inherit the mean-
reverting property. Numerical experiments confirm our findings, as can be seen in the following figure where
our proposed methods, M0 and MS, preserve the first and the first two moments respectively.
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Abstract. In this work, the stochastic θ-Milstein method is used to numerically solve the CIR equation. Then, an
analysis is conducted on the preservation of the CIR processes properties by the numerical solution, namely, its positivity
and its reversion to the long-term mean.

Introduction

The Cox-Ingersoll-Ross (CIR) model describes the interest rate as the solution to the nonlinear equation

dX(t) = α(µ−X(t))dt+ σ
√
X(t)dWt (1)

where Wt is a standard Wiener process and α, µ, σ ∈ R+. Although the diffusion coefficient does not fulfill the
Lipschitz condition, specific results showing the existence and uniqueness of the strong solution can be found
in the literature [9]. We are interested in two properties of the exact solution:

(P) Positivity: If 2αµ > σ2, the solution remains positive if it starts positive: Xt > 0 for t ∈ R+ if X0 > 0.

(MR) Mean reversion: The long term mean coincides with the parameter µ: limt→∞ E[X(t)] = µ.

Numerical methods specially designed to solve the CIR equation have been proposed in the literature [1, 2, 3, 4].
A desirable property of any numerical method for solving an SDE is the preservation of qualitative properties
of the exact solution [5]. Our goal is to propose schemes that, applied to the CIR problem, give numerical
solutions that preserve properties (P) and (MR).

Results and discussion

We prove that the numerical solution given by the stochastic θ-Milstein methods

Xn+1 = Xn + α(µ−Xn)∆(1− θ) + α(µ−Xn+1)∆θ + σ
√
Xn∆Wn +

σ2

4

(
∆W 2

n −∆
)
,

with θ ≥ 1 to solve the CIR equation (1), preserve the positivity of the exact solution, as well as, without any
additional restriction on the step size ∆, the long-term mean of the exact solution. These theoretical results are
illustrated on the left and right pictures respectively of Figure 1.

Figure 1: Left: Four trajectories of the exact solution and the corresponding numerical approximations with the fully implicit (θ = 1)
Milstein method. Right: Evolution of first moment of the exact solution and the numerical approximations with Euler, θ-Milstein
together with the methods proposed in [1] and [4].
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Abstract. The paper develops two new geometrically exact shell elements that allow large deformation and finite rota-
tion. Both of them are based on the Reissner-Mindlin shell theory, where the shell is considered as a surface with oriented
directors. Accordingly, two different descriptions for rotational fields of oriented directors are given. The first descrip-
tion takes advantage of two rotational variables of the pseudo-rotation vector, and the second one employs two spherical
coordinates to avoid the vectorial parameterizations of rotation tensor. With the application of Mixed Interpolation of
Tensorial Components (MITC), these shells are shear-locking free, feature second-order accuracy and contain nine nodes.
Each node has five degrees of freedom, three for translations and two for rotations. Finally, numerical simulations show
these new shell elements have the ability of dealing with large deformations and finite rotations with high efficiency and
good accuracy.

Introduction

The computational shell theory was studied over the past decades, and various shell elements have been de-
veloped for the linear and nonlinear analysis. Up till now, many researchers are still devoted to modeling the
nonlinearities in computational shell theory, such as large deformations, buckling and post-buckling etc. When
measuring shear strains through the thickness, the Reissner-Mindlin shell elements [1] are necessary. This type
of elements uses rotational degrees of freedom to describe the rotations of the fiber, resulting in shell elements
with five or six degrees of freedom per node. It has been pointed out [2] that these rotational degrees of free-
dom are frequently the source of convergence difficulties in implicit structural analyses. This paper presents
two different approaches to describe the arbitrary rotations of the fiber by using the pseudo-rotation vector and
the spherical coordinates of the fiber, respectively. Unlike the classical approach that treats the rotations of fiber
as general rotations of rigid body in space, this paper points out for the first time that finite rotation of the fiber
is completely different from finite rotation of the rigid body described by using the rotation tensor. The fiber
can be mathematically viewed as a unit vector containing two independent parameters, such that its rotation can
be described by the pseudo-rotation vectors with two components in an incremental analysis, then determines
the orientation of local Cartesian basis. It affords powerful theoretical background for the formula of fiber
displacement in Hughes doubly curved shells[3]. The second description utilizes the spherical coordinates of
fiber with unit length. Its orientation can be determined by the rest two of spherical coordinates.

Results and Discussion

t = 0 s

t = 0.3 s

t = 0.6 s

t = 0.8 s

t = 1 s

Figure 1: Deformed configurations for a cantilever beam under pure moment.

Figure 1 shows the ability of the new shell elements to predict large deformation. A cantilevered beam meshed
into 10 shell elements is deformed into a pure circle when the torque applied to the end of the beam increase
form zero to the critical value. In summary, the innovations of this paper include: 1) Two new geometrically
exact shell elements with simplified formula are developed to model the relatively thin structures with large
deformations and arbitrary motions, efficiently. 2) The Green-Lagrange strain tensor is modified to include
only the approximations of higher-order terms, ensuring that the shell element can efficiently describe the
geometrical nonlinearities. 3) It points out for the first time that finite rotation of the fiber is completely different
from finite rotation of the rigid body described by using the rotation tensor.

References
[1] Benson D. J. Bazilevs Y. Hsu M. C. Hughes T. J. R. (2010) Isogeometric shell analysis: The Reissner-Mindlin shell. COMPUT

METHOD APPL M, 199: 276-289.
[2] Benson D.J. Bazilevs Y. Hsu M.C. Hughes T. J. R. (2011) A large deformation, rotation-free, isogeometric shell. COMPUT

METHOD APPL M, 200: 1367-1378.
[3] Hughes T.J.R. (1992) The Finite Element Method: linear static and dynamic finite element analysis. Prentice Hall, Inc., Englewood

Cliffs, New-Jersey



 

A Study on Damage to Lithium-Ion Battery Separator  
using Nonlinear Finite Element Analysis 

Jun Lee*, Hamin Lee*, Cheonha Park** and Chang-wan Kim ** 
*Graduate School of Mechanical Engineering, Konkuk University, Seoul, Republic of Korea 

**School of Mechanical Engineering, Seoul, Republic of Korea 

 

Abstract. In this study, a nonlinear mechanical detailed layer (NDL) model was developed to predict the mechanical 

nonlinear behavior of lithium-ion battery cells and the nonlinearity of internal short circuits due to separator damage. The load-

displacement curve, the moment and location of internal short circuit, and the type of separator breakage were compared with 

the experimental results by simulating indentation test of lithium-ion battery with three spherical indenters, and the nonlinear 

mechanical behavior and separator breakage mechanism were accurately predicted. 
 

Introduction 
 

Due to the recent increase in electric vehicles in accordance with environmental regulations, cases of thermal 

runaway and capacity degradation of lithium-ion batteries due to mechanical loads are increasing. Accordingly, 
there is a trend to utilize mechanism analysis using numerical analysis techniques. However, the numerical 

analysis model used in previous studies has limitations in that it cannot accurately calculate the mechanical 

response that causes thermal runaway and capacity loss by using a homogenized model that only considers 
linear features. In this study, a nonlinear mechanical detailed layer (NDL) model was developed to predict the 

mechanical nonlinear behavior of lithium-ion battery cells and the nonlinearity of internal short circuits due to 

separator damage. The NDL model reflected the material nonlinearity and anisotropy of the positive electrode, 
negative electrode, separator, and current collector, as well as the number and thickness of each layer, identical 

to those of the actual battery.  
 

Result and discussion 
 

The load-displacement curve, the moment and location of internal short circuit, and the type of separator 

breakage were compared with the test results of Sahraei et al. [1] and Chung et al. [2] by simulating indentation 

test of lithium-ion battery with three spherical indenters. The analysis results showed that as the diameter of 

the spherical indenter increased, the peak value of the reaction force increased, and the indentation depth at 
which the internal short circuit occurred also increased, and the mechanical deformation and separator 

breakage mechanism were accurately predicted. 

 

 
Figure 1: Nonlinear stress-strain curve of anode and cathode of (a)compression and (b) tension and (c) nonlinear load-displacement 

responses for three different diameter indentation tests 
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Abstract. In this work we consider a Lorenz-like system and study the double-zero bifurcation it exhibits. The
local study of the double-zero bifurcation provides partial results that are extended by means of numerical continuation
methods. Specifically, a curve of heteroclinic orbits is detected. The degeneracies exhibited by this global connection
guarantee the presence of a very rich dynamical behavior. Finally, the results obtained allows to explain the origin of the
curves of homoclinic and heteroclinic connections related to the T-point-Hopf bifurcation exhibited by Lorenz system.

Introduction

We consider the system

ẋ = σ(y − x), ẏ = ρx− y − xz, ż = −bz + xy +Dz2, (1)

where D ∈ R, so that the Lorenz system

ẋ = σ(y − x), ẏ = ρx− y − xz, ż = −bz + xy, (2)

is embedded in (1) when D = 0. System (1) is also invariant under the change (x, y, z)→ (−x,−y, z).
The origin E1 of system (1) exhibits a double-zero bifurcation [1] (a double-zero eigenvalue with geometric
multiplicity two), for ρ = 1, b = 0, σ 6= −1, D 6= 0, in which a second equilibrium E2 = (0, 0, b/D) is also
involved. Our theoretical analysis demonstrate the existence of transcritical, pitchfork and Hopf bifurcations of
equilibria as well as a heteroclinic cycle between E1 and E2. Moreover, a degenerate double-zero bifurcation
occurs when σ = 1/3.

Results and discussion

By means of numerical continuation methods, the local results can be extended and applied to the study of (1)
when D 6= 0 (see Figs. 1(a)-(c)). In this way we find several degeneracies in the heteroclinic connections that
lead to complex dynamical behavior (some of them are even of codimension three). For instance, in the vicinity
of one of these degenerate heteroclinic cycles we conjecture the existence of an infinite sequence of bifurca-
tion curves of various types that emanate from the corresponding point in the parameter plane: saddle-nodes
of asymmetric and symmetric periodic orbits, period-doublings of the asymmetric periodic orbits, symmetry-
breakings of the symmetric periodic orbits, homoclinic connections of the origin..., which implies the existence
of diverse types of attractors in a neighborhood of the origin. On the other hand, when we decrease the value of
D until reaching D = 0, our study allows to see how the global connections related to the double-zero bifur-
cation of system (1) give an explanation of the origin of the curves of homoclinic and heteroclinic connections
related to the T-point-Hopf bifurcation exhibited by Lorenz system (see Fig. 1(d)) [2, 3].
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Figure 1: (a) Partial bifurcation set for σ = 3, D = 0.1. (b) Curves of nondegenerate heteroclinic cycles related to the double-zero
degeneracy for several values of D. (c) Bifurcation diagram of periodic orbits related to several homoclinic connections, for ρ = 50,
D = 0.21, σ = 100. (d) Curves of homoclinic connections related to a T-point heteroclinic loop when ρ = 50, D = 0 (Lorenz
system).
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Abstract. The aim of this work is to optimize the parameters of a mechanical system in order to force fold bifurcation
points to appear at targeted frequencies. To this end, an original harmonic balance-based optimization procedure is devel-
oped. Functions similar to those employed during bifurcation tracking analyses are used to characterize fold bifurcations
in the objective function. The proposed approach is illustrated on a Duffing oscillator with cubic nonlinearity.

Introduction

The ever-increasing demand for lighter structures and more efficient systems requires that the effects of nonlin-
earities be evaluated at the design stage. One of the most notable characteristic that sets apart nonlinear systems
from their linear counterparts is bifurcation phenomena. When a parameter is varied, e.g. the forcing frequency,
a bifurcation may occur, resulting in qualitatively different responses such as quasi-periodic or chaotic oscilla-
tions. Bifurcation analysis, which aims at predicting and studying such phenomena is a thriving research field.
Recent research investigated the computation of the stability of periodic solutions [1] or the parametric analysis
of bifurcation points [2, 3, 4]. However, very few studies [5] attempted optimizing the structural parameters
of a mechanical system for it to exhibit bifurcations at desired locations and never in the context of nonlinear
vibrations. In this work, we develop a computational optimization framework based on the harmonic balance
method (HBM), which is widely used in the nonlinear mechanical vibration community. The formulation of
the objective function for the optimization strategy relies on a bifurcation measure formulated via a bordering
technique and Hill stability analysis and allows one to simultaneously handle multiple bifurcation without two
being matched to the same target location.

Results and discussion

The proposed methodology is applied to a Duffing oscillator with hardening cubic nonlinearity. The initial
forced response curve shown in Figure 1 (left) exhibits 8 bifurcations: 6 folds and 2 branch points. Two target
locations for the fold bifurcations are defined as Ωtar,1 = 2 and Ωtar,2 = 2.5 rad/s and the optimization is
carried out with respect to the damping coefficient. Figure 1 (right) shows the forced response curve computed
with the optimized value of the damping coefficient. It is clear that the fold bifurcations located on the primary
resonance match with the imposed target locations. One can also note that only two folds are present as
the objective function is defined such that the minimum is reached when the number of detected bifurcations
match the number of targeted locations [6]. These results are promising and give confidence for application on
industrial test cases.

Figure 1: Forced response curve of the Duffing oscillator before (left) and after (right) optimization of the damping coefficient. Target
locations Ωtar,1 = 2 and Ωtar,2 = 2.5 rad/s (vertical black dashed lines). Fold bifurcations and branch points represented by red and
orange circle markers, respectively.
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A Stochastic computational technique for the multi-Pantograph-delay systems through
Trigonometric approximation
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Abstract. A stochastic mathematically designed technique with logarithmic and trigonometric transformation func-
tion have been implemented for numerical treatment of multi-Pantograph differential systems. Several local optimization
solvers including Interior Point, Active set, Genetic Algorithms and Sequential Quadratic Programming have been used
to calculate multi-Pantograph model. Numerical experiments showed that obtained solutions through proposed scheme
are better in accuracy than results presented in the literature for well-known analytical techniques, including Variational
Iterative Method, Differential Transform Method and Homotopy Methods. Moreover, on the basis of several indepen-
dent runs comprehensive statistical measures have been presented to endorse the validity, accuracy and reliability of the
proposed scheme.

Introduction

Pantograph delay differential equations (PDDE) are characterized as functional differential equations with de-
lays. Ockenden and Taylor [1] originated pantograph equation on collection of electric current through panto-
graph head of an electric locomotive. These equation are characterized by the existence of a linear functional
argument. Pantograph equations have important role in explaining many differential phenomena, such as econ-
omy, probability theory, astrophysics, electrodynamics, non linear dynamic system, control theory, number
theory, quantum mechanics, biological sciences and many industrial applications. Various methods have been
implemented or used for solution of such equations worldwide, including recently developed methods such
as Variational Iterative Method (VIM), Adomian Decomposition Method (ADM), and Differential Transform
Method (DTM), etc. For detailed review the interested reader can see the articles by Yüzbaşıa and Sezer [3],
Muroya et al. [4] and Li and Lua [5]. The most general form of pantograph equation [2] having with variable
coefficients is given as

y(m)(x) +
n∑

j=0

m−1∑
k=0

y(k)(βjk+αjkx)pjk(x) + g(y) = f(x); 0 ≤ x ≤ b < ∞
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Figure 1: The results obtained through SQP, AST and HYB comparison with reference solution

Results and discussion

The developed stochastic techniques using new activation function in optimization process is executed through
local and global solvers for three different problems, which provide acceptable solutions for the Pantograph-
delay problems as shown in Fig.1. The proposed stochastic numerical scheme applied on pantograph delay
equations to find approximate solutions matching with reference solutions with a short time management.
The proposed numerical optimization solvers can easily handle the pantograph-delay equations without any
restrictions and constraints on the parameters, and are promising methods for delay equations. The proposed
mathematical models are having simplicity of concept, comfort of implementation, and broader applicability.
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Abstract. Over the last few decades, there has been a growing interest in exploring the seismic behaviour of Buckling-Restrained Braced 

Frames (BRBFs) as passive device for dissipating seismic energy. Machine Learning (ML) methods of Decision Forest (DF), Artificial 

Neural Networks (ANNs), Gradient Boosting Machines (GBM) and LightGBM were used to predict the seismic response of two-, to 

twelve-story BRBFs located in soil D. The partial dependence-based features selection method is proposed to increase the capability of 

methods for estimation of seismic response of BRBFs subjected to far-fault ground motions. The results showed that the GBM and DF 

methods with accuracy of 97% and 95%, respectively, can be used to predict the seismic response of BRBFs. Therefore, applying the 

proposed methods can facilitate the response prediction procedures and help designers, while decreases the total computational efforts. 

 

Introduction 
 

Buckling-Restrained Braced Frames (BRBFs) are used in the construction of buildings to provide lateral stability during 

earthquakes. The seismic response of BRBFs is of critical importance, as it affects the overall structural integrity of the 

building and the safety of the occupants [1]. One way to study the seismic behaviour of BRBFs is through Machine 

Learning (ML) methods. Decision Forest (DF) method and Artificial Neural Networks (ANNs) are two popular methods 

that have been used in this field. In the context of BRBFs, the DF method can be used to analyse the various parameters 

that affect the seismic response of the structure [2] and [3]. Another ML algorithm that has gained popularity in recent 

years is Gradient Boosting Machines (GBM). The GBM is a type of ML algorithm that uses decision trees to build an 

ensemble of models that work together to improve prediction accuracy [4]. LightGBM is a recent addition to the family 

of GBM algorithm. It is a fast, distributed and high-performance machine learning algorithm that is designed to handle 

large amounts of data [5]. 
 

Result and discussion 

 
In this study, the seismic lateral responses of two-, to twelve-story BRBFs have been studied extensively using the proposed 

ML methods such as the DF, ANNs, GBM and LightGBM, which were improved by partial dependence-based features 

selection method. The proposed method can decrease the time of computational efforts in a big training dataset, while it can 

improve the ability of the ML methods for prediction of seismic responses with lowest achievable input features. This can 

improve the capability of the method for those of existing BRBFs without possibility of preparing the features of ML-based 

prediction model.  Figure 1 presents the scatter plots of train and test data points related to the interstory drift ratio of the 

4-story BRBF using improved ANNs algorithm. 

 

 
 

Figure 1. Scatter plots of train and test data points related to the interstory drift ratio of the 4-story BRBF using improved ANNs method. 
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Abstract. Nowadays, due to cost beneficial of Reinforced Concrete (RC) structures compared to steel structures, there is a growing 
interest for designing and improving the knowledge on the behaviour of this type of structures. This research overcomes the difficulty of 
estimation of Interstory Drift Distribution (IDD) in RC structures using Machine Learning (ML) algorithms of Artificial Neural Networks 
(ANNs), Extra Trees Regressor (ETR), Gradient Boosting Machines (GBM) and LightGBM. The aim of this research is to provide a 
general prediction model to estimate the IDD with the highest accuracy for using the behaviour assessment of existing or newly designed 
RC structures. The results of analysis showed that the ETR algorithm can accurately predict the IDD of two-, to ten-story RC structures 
and provide a plot curve of actual and predicted values of IDD with accuracy of 98.34%, while other improved ML methods have 
acceptable results. 

Introduction 
 
Exploring the lateral behavior of the Reinforced Concrete (RC) structures can improve the knowledge of civil engineers 
regarding the designing and performance of RC buildings. Therefore, it is on the interest of the engineers to have a 
prediction model for estimating the performance level [1] and seismic failure probability of the RC buildings [2]. The 
GBM (Gradient Boosting Machine) and LightGBM are both ML algorithms that belong to the family of gradient 
boosting algorithms. They are both used for supervised learning tasks, such as classification and regression. The main 
difference between them is in the way they handle large datasets. LightGBM uses a novel algorithm to achieve faster 
training and better accuracy on large datasets. Studies showed that using these methods can improve the accuracy of 
prediction leading to faster training and better scalability [3]. In addition, Artificial Neural Networks (ANNs) and Extra 
Trees Regressor (ETR) have the ability to learn complex non-linear relationships between inputs and outputs [4]. They 
are commonly used for supervised learning tasks and have also been used in civil engineering for tasks such as structural 
health monitoring, earthquake prediction, and structural design optimization [5]. 
  

Result and discussion 

In this study, a ML-based model was developed for predicting the distribution of seismic response of RC structures. The 
methods of ETR and LightGBM were selected as the best methods to predict the peak IDD of RC structures. For this 
purpose, the seismic lateral responses of two-, to ten-story RC structures have been studied extensively using the proposed 
ML methods such as the ETR, ANNs, GBM, and LightGBM. The proposed method can decrease the time of computational 
efforts while provide a general prediction model for estimating the Interstory Drift Distribution (IDD) in RC structures with 
accuracy more than 98.34%. Figure 1 presents the IDD of the 6-, and 8-story RC structures using improved ETR 
algorithm with the highest accuracy. 
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Figure 1. Distribution of the interstory drift ratio of the 6-, and 8-story RC structures using improved ETR algorithm. 
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Abstract. We take the Hirota equation which is a further modification of the nonlinear Schrödinger equation with additional 

terms that are responsible for third-order dispersion and a correction to the cubic nonlinearity. ‘No-phase-shift’ and ‘phase-

shifted’ doubly periodic solutions for Hirota equation are obtained by theta and elliptic functions. Cubic dispersion preserves 

numerical robustness, since slightly disturbed exact solutions as initial states still evolve to the analytical configurations. A 

plane wave with a cosine wave perturbation will trigger repeated occurrence of breathers, i.e., a manifestation of the 

Fermi-Pasta-Ulam-Tsingou recurrence. At the formation time of the breathers, the profiles of the numerical breathers 

agree well with the exact doubly periodic solutions. The spectra are studied analytically and computationally, which 

provide the motivation for introducing ‘cascading mechanism’. This mechanism elucidates the dynamics leading to the 

first formation of breathers. 
 

Introduction 
 

The nonlinear Schrödinger equation is a widely applicable model in elucidating the evolution of wave systems 

in many physical disciplines, e.g. fluid mechanics and optics [1, 2]. Breathers are pulsating modes, and rogue 

waves are surprisingly large displacements from a tranquil background. These modes are closely related to the 

modulation instability of plane waves. This instability arises from the interplay of dispersion and nonlinearity, 

and will lead to growth of small amplitude disturbances. Typically, these breathers decay after attaining 

maximum displacement. On reaching sufficiently small amplitude, nonlinear effect is triggered again, leading 

to the occurrence of breathers for the second time [3]. This cycle is repeated, and is taken as one manifestation 

of the Fermi-Pasta-Ulam-Tsingou recurrence (FPUT) in classical physics. Our objective is to extend this type 

of FPUT analysis to higher order members of the Schrödinger family of evolution equations. 
 

(a) 

 

(b) 

 
Figure 1 (a) ‘No-phase-shift’ and (b) ‘phase-shifted’ doubly periodic solutions 

 

Results and Discussion  
 

The properties and dynamics of breathers and doubly periodic solutions of the Hirota equation are studied. 

Doubly periodic solutions are established by utilizing the bilinear derivatives of theta functions. Theoretically, 

we expect modes similar to the Kuznetsov-Ma and Akhmediev breathers will result by long wave limit. 

Instead, we give a quick derivation in terms of a Darboux transformation and concentrate on the cascading 

mechanism and spectral analysis. The cascading mechanism can elucidate the first formation of a breather. 

More precisely, higher order harmonics exponentially small initially can nevertheless be amplified at a higher 

rate. Eventually, all these modes attain roughly the same magnitude at one instant of time (or one spatial 

location in the optical fiber setting), which signifies the first occurrence of a breather. We substantiate these 

assertions with a spectral analysis. 
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Abstract. We consider the forced Kadomtsev-Petviashvili I (KPI) equation derived in a recent work on magnetosonic
waves excited by space debris objects of Acharya et al. [Adv. Space Res. 69, 4045-4057 (2022)] for further analysis
in this work. For first time, we have derived a special exact distorted lump wave solution of the forced KPI equation
for a specific localized form of the forcing function. The reason for choosing such a typical forcing function has been
discussed in detail in the context of orbital motions of charged space debris objects in ionospheric plasma. Such exotic
magnetosonic lump wave structures showing characteristic distortions resulted by orbital charged space debris objects can
have potential implications in their indirect detection methods.

Introduction

The excitations of nonlinear magnetosonic waves by orbital motions of charged space debris objects have been
recently investigated in inertial magnetohydrodynamics (MHD) framework by Acharya et al. [1]. These mag-
netosonic waves are found to be governed by a forced Kadomtsev-Petviashvili (KP) equation where the forcing
function interprets effects of charged space debris objects functioning as current density sources. In particular,
nonlinear evolution of slow magnetosonic waves in entire parameter space and fast magnetosonic waves in a
large region of parameter space has been shown to be governed by a forced KPI equation. Similarly, forced
KPII equation governs dynamics in the remaining small region of parameter space for fast magnetosonic waves
[1]. One important point in this context is that lump wave solutions showing bending features or distortions
for the forced KPI equation have not been analysed in [1, 2, 3]. But such exotic magnetosonic wave structures
can be of potential importance in designing indirect detection systems for space debris objects. Inspired by this
fact, we have derived a special exact pinned distorted lump wave solution of the forced KPI equation in this
work for a specific localized form of the forcing function for first time. The reason for choosing such a peculiar
forcing function has been discussed in context of orbital space debris objects using [4, 5].

Results and discussions

The most important result of the special exact pinned distorted magnetosonic lump wave solution is that its
characteristic distortions have been modelled in our work with an arbitrary function satisfying a set of ap-
propriate localization conditions. The effects of orbital charged space debris objects are incorporated in our
model using these localization conditions which specify the forcing function in the forced KPI equation. One
significant advantage of our work is that different types of distortions in lump waves consistent with practical
observations can be formulated with appropriate values of the arbitrary function. A typical distorted lump wave
solution for an appropriate value of the arbitrary function has been shown in Figure 1.

Figure 1: Distorted magnetosonic lump wave excited by a space debris object.
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Abstract. In this work, I demonstrate how to develop low-complexity algorithms for direct/inverse M-component
nonlinear Fourier Transform (NFT) using exponential integrators.

Introduction

A nonlinear generalization of the conventional Fourier transform, referred to as nonlinear Fourier transform
(NFT), can be achieved via the M-component Zakharov-Shabat (ZS) scattering problem which can be stated as
follows [1, 2]: Let M = ν+1. For any complex-valued signal q ∈ Cν×1 (r = −q∗) and for ζ ∈ R, let u ∈ C(ν+1)×J

with

ut = −iζσu + U(t)u where σ =

(
1 0ᵀν
0ν −Iν×ν

)
and U =

(
0 qᵀ
r 0ν×ν

)
, (1)

0ν ∈ Rν×1 and 0ν×ν ∈ Rν×ν have all entries zero and Iν×ν ∈ Rν×ν is the identity matrix. Here ‘ζ’ is referred to
as the spectral parameter and U(t) is interpreted as the scattering potential. The solution of the ZS scattering
problem consists in finding the so-called scattering coeffcients as a function of the spectral parameter ζ. A
schematic of the transform is presented in Fig 1.

Signal: q(t)
Jost Solutions: φ(t; ζ), ψ(t; ζ)

Scattering coefficients: a(ζ), b(ζ)

Discrete spectrum: {(bk, ζk) | k = 1, 2, . . . ,K} Eigenvalues {ζk} : a(ζk) = 0, ζk ∈ C+,

Norming const. {bk} : φ(t; ζk) = ψ(t; ζk)bk

Continuous spectrum: ρ(ξ) = b(ξ)/a(ξ), ξ ∈ R

NFT

INFT

Figure 1: The figure shows a schematic of the nonlinear Fourier transform (NFT) and the inverse NFT (INFT).
The ZS scattering problem is an extremely powerful tool in studying nonlinear phenomena in nature, specially
the class of initial value problems that are integrable via inverse scattering transforms. Our motivation to
consider this problem stems from the recent surge of interest in NFTs for optical fiber communication (OFC) at
higher signal powers. It turns out that encoding/decoding information using direct/inverse NFT can potentially
mitigate the nonlinear cross-talk at higher signal powers in OFC which seem to limit the capacity of the current
system. Let us note that this is the most general version of NFT which allows for larger degrees of freedom to
be exploited: (a) polarization degrees of freedom (which corresponds to M = 3) (b) mutiple fiber modes (which
corresponds to M > 2) [3].

The Algorithm

The case M = 2 [1] was treated by the author in two papers [5, 4] where algorithms for NFT/INFT with
complexity O(NK + N log2 N) and order of convergence O(N−2) was presented (K: number of eigenvalues,
N: number of samples of the signal). For the direct NFT, the determination of eigenvalues is not included
in the complexity estimate. In this work, we extend these results to M > 2 using exponential integrators of
order 2. The discrete system thus obtained happens to have the so-called layer-peeling property which plays a
key role in the development of the new algorithms. Further, the transfer matrices have the familiar polynomial
structure which makes it amenable to FFT-based fast polynomial multiplication. The mathematical details will
be presented in a full-length paper.

References
[1] M. J. Ablowitz, D. J. Kaup, A. C. Newell, and H. Segur, “The inverse scattering transform - Fourier analysis for nonlinear

problems,” Stud. Appl. Math., vol. 53, no. 4, pp. 249–315, 1974.
[2] Ablowitz, M., Prinari, B., and Trubatch, A. (2003). Matrix nonlinear Schrödinger equation (MNLS). In Discrete and Continu-

ous Nonlinear Schrödinger Systems (London Mathematical Society Lecture Note Series, pp. 90–129). Cambridge: Cambridge
University Press.

[3] Turitsyn et al., “Nonlinear Fourier transform for optical data processing and transmission: advances and perspectives,” Optica,
vol. 4, no. 3, pp. 307–322, 2017.

[4] V. Vaibhav, “Fast inverse nonlinear Fourier transformation,” Phys. Rev. E, vol. 98, p. 013304, 2018.
[5] V. Vaibhav, “Fast inverse nonlinear Fourier transformation using exponential one-step methods: Darboux transformation,” Phys.

Rev. E, vol. 96, p. 063302, 2017.



Nonlinear Lamb wave mixing in prestressed plates
Meng Wang∗, Annamaria Pau∗∗

∗Dept. Astronautical, Electrical and Energy Eng., Sapienza Univ. of Rome, Rome, Italy, ORCID # 0000-0003-2946-0185
∗∗Dept. Structural and Geotechnical Eng., Sapienza Univ. of Rome, Rome, Italy, ORCID # 0000-0002-4946-0302

Abstract. We address the nonlinear wave propagation in a homogeneous and isotropic prestressed elastic plate, account-
ing for material and geometric nonlinearities. Two internally-resonant Lamb wave modes of different frequencies (ω1 and
ω2) are allowed to mix within the material, which generates a third type of harmonic waves at frequencies (ω1 ± ω2). In
this study, we investigate the time and space evolution of the resonant higher armonics for the one-way resonant mixing
of waves using a finite element model. We employ also multiple-scale methods to verify some phenomena emerging from
the numerical analysis. The influence of prestress on the wave mixing resonance conditions is elucidated by observing
the material nonlinear parameter, which proved to be quite effective in the detection of a change in the state of stress.

Introduction

Among the various nonlinear ultrasonic NDE techniques, the method of second harmonic generation (SHG)
takes advantage of the spatially cumulative nature of the second harmonic generated by a propagating wave.
Various studies have been conducted using the method of SHG to quantitatively evaluate fatigue and creep
damage in the early stages [1, 2]. When two waves propagate in a nonlinear medium, their interaction generates
a third wave, called mixed wave. If these two primary waves satisfy certain resonance conditions, the mixed
wave is also a propagating wave, and its maximum amplitude is proportional to the size of the mixing zone
and to the distance travelled. We have in this case a wave triplet. It happens that two identical propagating
longitudinal waves and their resonant second harmonic are such a triplet [3]. The generation of the second
harmonic is simply the resonant mixing of two identical propagating longitudinal waves, or self-mixing. In the
technique called one-way mixing, two primary waves propagating in the same direction are employed. Here,
we conduct numerical finite-element simulations to investigate the spatial variation of higher harmonics and
mixed waves generated in the one-way mixing, and elucidate the dependence of these amplitudes on the initial
prestress. Multiple-scales analytical techqniques are also used to motivate some unexpected numerical results.

Figure 1: (a) Schematic diagram of frequency spectrum for ultrasonic guided wave mixing, and wave mixing zone in plate. (b)
Normalized spectrum of S1-S2 Lamb wave modes at different distances from the excitation boundary in resonance condition.[4]

Results and discussion

The problem considered concerns the propagation of waves in a prestressed Aluminum plate. The finite-element
model employed is a second-order plane-strain approximation accounting for material and geometric nonlin-
earities, considering different states of prestress. It is shown that, for internally-resonant S1 and S2 modes,
the nonlinear parameter increases with propagation distance and when the initial stress increases. Besides the
well-known internal resonance S1-S2, other resonances due to reciprocal interaction and mixing of these two
waves at integer multiples of the primary frequency can be observed. In fact, multiple higher resonance condi-
tions exist, though these higher resonances were not reported in the literature, because their occurrence cannot
be predicted by the classical two-scales perturbation analysis. Here, their existence is demonstrated and their
characteristics are outlined resorting to the method of multiple scales. The one-way mixing involving different
combinations of resonant frequencies is investigated, in view of their potential application to the sensing of the
state of stress.
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Abstract 
We discuss the nature of rogue waves (RW), their ingrained instability and dynamic generation in systems 

governed by the standard cubic nonlinear Schrödinger equation (NLSE). We also discuss the spatiotemporal 

pattern of high intensity peaks in the form of multi-elliptic RW clusters. 

Introduction 
Rogue waves are high-intensity nonlinear waves that suddenly appear and disappear without a trace in oceans 

and optics. They can be build up using Darboux transformation (DT) scheme from trivial, so called zero seed 

NLSE solution, using Lax pair formalism and recursive relations. The idea is to construct fundamental NLSE 

solution of various orders, known as Akhmediev breathers, analytically from DT. We can extract initial 

conditions from analytical solutions and generate high intensity peaks (rogue waves) dynamically. 

Results and discussion 
We analyze the method of mode pruning for suppressing the modulation instability of RWs and to produce 

stable Talbot carpets by RWs (figure 1) that are recurrent images of light waves. We focus on cases when rogue 

waves appear as numerical artefacts, due to an inadequate numerical treatment of modulation instability. We 

further display how statistical analysis based on different numerical procedures can lead to misleading 

conclusions on the rogue waves nature [1]. 

 
Figure 1: Double-periodic numerical solutions made of the first-order NLSE breathers, using the pruning procedure in the fast Fourier 

transform: (a) five breathers in the box with the pruning, (b) its spectrum. 
 

The next research topic is the formation of rogue waves. We analyze the various spatiotemporal patterns of RWs 

which may have the form of multi-elliptic clusters (figure 2). Such structures may be obtained on uniform and 

elliptic dnoidal backgrounds using the DT scheme. We solve the eigenvalue problem of the Lax pair of order 

n in which the first m evolution shifts are equal, nonzero, and eigenvalue dependent, while all eigenvalues' 

imaginary parts are close to one. We show that an Akhmediev breather of order n − 2m appears at the origin 

and can be considered as central rogue wave. We show that the high-intensity narrow peak, with the complex 

intensity distribution in its vicinity, is enclosed by m ellipses consisting of the first-order Akhmediev 

breathers. The number of maxima on each ellipse is determined by its index and solution order [2]. 
 

 
Figure 2: 2D color plots of rogue wave clusters on the uniform background having four ellipses (m = 4) around n − 2m order rogue wave, 

formed at the origin (0,0) of the (x,t) plane. The orders of Darboux transformation and the Akhmediev breather representing the high-

intensity central peak are: (a) n = 10 with the second-order rogue wave, and (b) n = 11 with the third-order rogue wave. 
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Abstract. The research focuses on studying the effect of thermal noise on the motion of a kink in a curved region of
the Josephson junction. Results of simulations relying on the full field model were compared with the analytical formula
proposed on the basis of the Foker-Planck equation. The obtained results show that for temperatures above 1 Kelvin the
proposed analytical formula has very good agreement with the solutions of the full field model.

Introduction

In 1962 the British physicist B. Josephson presented a model describing the tunnelling of Cooper pairs between
two superconductors separated by a thin insulator layer. Currently, a system composed of two superconductors
separated by a thin insulator layer is called a Josephson junction. In the description of the Josephson junction
the equation (sine-Gordon) appears which also has soliton solutions including the so-called fluxon defined as
the soliton carrying the magnetic flux quantum.
The current research is concentrated on the impact of thermal noise on kink motion through the curved region
of the long Josephson junction. We considered the kink motion in the modified sine-Gordon model with the
position dependent dispersive term

∂2
t ϕ+ α∂tϕ− ∂x(F(x)∂xϕ) + sinϕ = −Γ (1)

where the function F(x) contains information about the curvature of the junction. In the equation α represents
the dissipation in the system caused by quasiparticle current and Γ represents the bias current. The physical
motivation for the description of curvature effects in the framework of this model has been detailed in the article
[1]. Based on perturbation theory applied to the sine-Gordon equation with the perturbations from bias current
(which describes the effects of non-zero temperature of the system), damping and the curved structure, a model
for the kink velocity was derived. This approach, uses a method not previously applied to the sine-Gordon
model, based on the projection of kink energy onto the dynamical equation of motion and was presented in
detail in the article [1]. The probability distribution of the kink velocity was found on the base of the derived
Fokker-Planck equation. The analytical results were compared with the simulations based on the full field
model. Due to potential applications in normal and high-temperature superconductors, the comparison was
made from zero to T = 50K, T = 20K, and T = 5K.
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Figure 1: The probability of transition of the fluxon obtained from the field model compared in the various interval of T with the
analytical formula. The blue line and points correspond to the bias current exceeding its threshold value and the red to the bias current
below its threshold value.

Results and discussion

The agreement of the proposed model with the results from the full field model solutions is very good in the
temperature range from 1K to 50K. For temperatures below 1K a relativistic effect on the width of the kink
was included in the analysis, but despite this, in the temperature range from 0K to 1K the model shows only
partial agreement. The most likely reason for the discrepancy of the presented model with the results of the full
model for temperatures below 1K is the presence of resonance windows, which were detected in the studed
system.
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Abstract. High-intensity focused ultrasound (HIFU) is an emerging non-invasive therapeutic technology that has the
potential to treat a wide range of medical disorders. By precisely focusing the ultrasonic energy, HIFU can heat up,
destroy, or change target tissue. Acoustic holograms have been introduced as a novel and cost-effective method for
creating elaborate and highly precise ultrasound fields. In HIFU, the linearity assumptions are no longer valid and will
result in significant errors in the predicted sound field. The pseudospectral method was used to perform homogeneous
three-dimensional nonlinear acoustic simulations. It will be shown that the nonlinear distortion leads to significant effects
on the spatial distribution of the ultrasound field. The peak positive pressure and heat deposition become highly localized.
While nonlinear effects flatten the peak negative pressure distribution with minimal and are shown to be vital for correctly
estimating cavitation zones.

Introduction

Acoustic holograms are used for constructing elaborate focused ultrasound (FU) fields. By storing the phase
information of the desired wavefront using a 3D-printed thickness map, the desired complex acoustic pressure
field can be constructed by a single acoustic source. As the acoustic intensity increases, nonlinear effects
become prominent leading to distorted and asymmetric waveforms. Studies that highlight the interaction of
complex physics between the constructed holographic sound field and nonlinearities are absent. Here, the
pseudospectral method is used to perform three-dimensional nonlinear acoustic simulations to investigate the
evolution of modulated ultrasound field produced by an acoustic hologram as the acoustic intensity increases.
The numerical model solves a set of coupled partial differential equations equivalent to a generalized Westervelt
equation. The spatial pattern of the peak positive pressure, peak negative pressure, intensity, heat deposition,
and cavitation zones were studied for a range of source pressure levels.

Results and discussion

The simulations were initiated with a linear sound field using a source pressure amplitude of P0 = 0.1 MPa.
The source amplitude was then increased to P0 = 1.8 MPa to study the effects of rising nonlinearties on
the sound field. As a result, the sinusoidal shape is distorted to a steeper waveform as the wave propagates
further. Harmonics at integer multiples of the fundamental frequency are generated as a result of waveform
distortion. Furthermore, diffraction effects cause a relative phase shift in the harmonics with respect to the
fundamental component, resulting in an asymmetric waveform and a discrepancy between the peak positive
pressure and the peak negative pressure as shown in figure 1. The peak positive pressure and heat deposition

Figure 1: The distributions of linear amplitude [Pa] (a) at the target plane for a source pressure of P0 = 0.1 MPa. Positive pressure
[Pa] (b), negative pressure [Pa] (c) distributions at the target plane for a P0 = 1.8 MPa source pressure and time waveform of the
maximum positive pressure point (d).
become highly localized. Harmonic generation causes the heat deposition distribution to become extremely
confined, with a nonuniformity index of 700%. While nonlinear effects flatten the peak negative pressure
distribution and are shown to be vital for correctly estimating cavitation zones. Linear propagation predicts
larger cavitation zones due to the higher gain of the linear negative pressure. Our findings guide the informed
use of acoustic holograms in high-intensity focused ultrasound (HIFU). We also envision that this investigation
would encourage the inclusion of nonlinear effects in the realm of computer-generated holography, allowing
for the creation of specific HIFU fields to improve the efficacy and precision of therapeutic procedures.
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Abstract. Mass-spring chains equipped with tensegrity prisms that feature a locking-type response support the propagation 

of compression solitary waves under impulsive loading. We carry on an analytical study, analysing the existence and properties 

of solitary pulses travelling on tensegrity-like lattices, which exhibits an interaction potential similar to that of tensegrity 

prisms, but easier to handle analytically. Previous literature results were compared to the ones found in this study, revealing a 

good qualitative matching between the responses of tensegrity and tensegrity-like mass-spring chains. We show that the 

solitary pulses traveling in such systems tend to assume a peakon-like profile as the wave speed reaches a limit value vlim, 

which produces the locking of the chain. 

Introduction 
 

It is known that 1D mass-spring chains equipped with tensegrity prisms that feature a locking-type response 

under compression loading (Fig.1(a)) support the propagation of compression solitary waves under impulsive 

loading [1-3]. This work presents an analytic study on the existence and properties of solitary waves on 

tensegrity-like lattices. These lattices are formed by a mass-spring chain, in which the nonlinear springs exhibit 

a tensegrity-like response. The interaction potential of the tensegrity-like lattices is similar to that of tensegrity 

prisms chains with locking-type response, but more manageable from the analytic point of view. Using 

Weierstrass theory of one-dimensional Lagrangian systems, it is possible to implicit derive the shape of the 

pulses traveling through tensegrity-like lattices. 
 

 
 

Figure 1: (a) Tensegrity mass-spring chain. (b) Wave profiles for different wave speeds: analytical results of the tensegrity-like 

lattices. (c) Wave profiles for different wave speeds: obtained numerically for tensegrity chains in [1]. 

 

Results and discussion 
 

We show that the solitary pulses traveling in such systems exist. Moreover, we show that their shapes depend 

on the wave speed and tend to assume a peakon-like profile as the wave speed reaches a limit value vlim, which 

produces the locking of the chain (Fig.1(b)). A comparative analysis with previous literature results was carried 

on (Fig.1(c)) revealing a good qualitative matching between the responses of tensegrity and tensegrity-like 

mass-spring chains, as both exhibit the localization behaviour as the wave speed is increased. This behavior 

can be applied on the design of mechanical metamaterials with wave-focusing capabilities, as well as new 

actuators/sensors for damage detection by the generation of stress waves.  Furthermore, the stability of the 

solitary wave solutions obtained in this work can be investigated. 
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Abstract. Nonlinear wave manipulations, like the presence and absence of higher harmonics and mode conversions due to 

harmonic scattering of nonlinear waves from uniquely proposed nonlinear inclusions, are demonstrated in this study using the 

finite element method due to the limitations of theoretical techniques. The sensitivity of the parameters that control the shape 

and distribution of nonlinear inclusions is explored to capture possible overall nonlinear effects due to complex harmonic 

scattering and interference of scattered waves. The exchange of harmonic energies between harmonically scattered 

longitudinal and transverse waves from multiple nonlinear inclusions is demonstrated. This study will help researchers to 

design nonlinear metamaterials to control nonlinear waves, as harmonic scattering manipulates nonlinear waves effectively.  
 

Introduction 
 

Interaction of monochromatic (f) longitudinal waves with the local single nonlinear inclusion modeled as 

quadratic and cubic nonlinear material results in harmonic scattering of the nonlinear waves; the theoretical 

solution is obtained by Kube (2017) using Green’s functions [1]. Harmonically scattered waves show the 

presence of longitudinal and transverse waves and their higher harmonics (2f, 3f) over the 3600 scattered angles. 

This understanding is used to quantify highly local early-stage damages using a nonlinear ultrasonic technique 

[1]. As the number of nonlinear local damages increases, the complexity of multiple interactions of 

harmonically scattered waves increases, and theoretical techniques fall short of studying such problems. The 

finite element method is used in this study to understand the complex behavior of harmonically scattered 

nonlinear waves from multiple nonlinear inclusions of complex shapes. Considering the direction and mode 

dependency of harmonically scattered waves, a unique shape of nonlinear inclusion is proposed, as shown in 

Figure 1a, to explore the possibilities of nonlinear wave manipulations. Nonlinear inclusions are modeled as 

the Murnaghan hyperelastic material. There is no impedance mismatch between the matrix material and the 

embedded nonlinear inclusions.   
 

Results and Discussion 
 

The interaction of the monochromatic (f = 2 MHz) longitudinal wave with the proposed shape of nonlinear 

inclusions shows the generation of higher harmonics (2f & 3f), as seen in Figure 2a. The harmonic responses 

of the received waves at transducer T2 show that with an increase in the number of embedded nonlinear 

inclusions, the amplitude of higher harmonics decreases (Figure 1b) when θ = 450.  

 

 
  

a) b) c) 
 

Figure 1: (a) Schematics of wave propagation in linear material embedded with nonlinear inclusions; frequency responses of the 

waves due to harmonic scattering (b) with an increase in the number of nonlinear inclusions by keeping θ = 450 (c) with respect to 

the change in inclination angle of the crossed thin rectangles by keeping 32 nonlinear inclusions in the domain (T1 – Input 

Transducer, T2 – Receiving Transducer). 
 

As the number of periodically spaced nonlinear inclusions reaches 32 (Figure 1b), 2nd (2f) and 3rd (3f) 

harmonics along with the static term (0f) go away despite the presence of such a high number of nonlinear 

inclusions, and this can be referred as an elastically invisible set of nonlinear inclusions. Due to multiple 

complex phenomena like harmonic scattering, mode conversion, and trapping of harmonically scattered waves 

in the linear regions because of interference, higher harmonics get canceled as they reach the receiving end. 

The change in inclination angle (θ) affects the amplitude of the 3rd harmonics greatly, but it's nearly insensitive 

towards amplitudes of 2nd harmonics (Figure 1c). Results clearly show that we can manipulate nonlinear waves 

by tuning parameters related to embedded nonlinear inclusions. These computational studies will motivate 

researchers to design novel nonlinear metamaterials. 
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Abstract. In the nonlinear dynamics of periodic microstructured systems, the amplitude-dependent dispersion proper-
ties of mechanical metamaterials are attracting increasing interest. The paper investigates the free harmonic and super-
harmonic response of a non-dissipative one-dimensional waveguide with pantographic mass amplification. The effects of
the quadratic and cubic inertia nonlinearities on the dispersion curve are analyzed. A perturbation strategy based on the
Fourier series decomposition is adopted to determine the superharmonic amplitudes of the propagating periodic waves.

Introduction

The dispersion properties of microstructured periodic waveguides are a scientific topic of major interest in
nonlinear dynamics. Particularly, the long-dating tradition of research studies concerning the propagation of
nonlinear elastic waves in oscillator chains and other periodic structures [1, 2] is being catalyzed by the re-
cent extraordinary development of microstructured materials and mechanical metamaterials [3]. Specifically,
a pressing technological demand is boosting the innovation in the emerging field of architected passive media.
In order to broaden the existing range of achievable functionalities, the periodic cell of mechanical metamate-
rials is often enriched with auxiliary flexible microstructures inducing relevant linear and nonlinear dynamic
phenomena, like local resonances, controlled instabilities, gyroscopic couplings, inertia amplifications [4, 5].
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Figure 1: Mechanical metamaterial: (a) periodic atomic chain, (b) linear dispersion curves, (c) superharmonic amplitudes.

Results and discussion

A minimal physical system featured by a periodic pantographic mechanism of inertial amplification can be
realized by an infinite one-dimensional non-dissipative chain of interconnected massive atoms (Figure 1a). In
the periodic pantographic mechanism, two point masses (primary blue atoms) are elastically coupled to each
other and rigidly connected to a pair of auxiliary point masses (secondary red atoms). The free undamped
dynamics of the atomic chain is governed by a second-order differential (in time) difference (in space) equa-
tion with quadratic and cubic inertia nonlinearities. Attention is paid to the free propagation of harmonically
periodic waves. To this purpose, the solution of the governing equation is expressed in a time-space Fourier
series involving harmonic (ω) and superharmonic (2ω, 3ω) time components. Considering first the range of
small oscillations, the amplitudes of the Fourier components are ordered in power series of a small perturba-
tion parameter. Solving the resulting perturbation equations allows the parametric assessment of (i) the linear
dispersion curve at the lowest order, exhibiting a marked dispersive behavior (Figure 1b), (ii) the nonlinear
amplitude-dependent dispersion curve and (iii) the superharmonic amplitudes at the higher orders (Figure 1c).
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Abstract The propagation of harmonic wave in an infinite, single walled carbon nanotube (SWCNT) supported on a bilinear 
elastic foundation is investigated. The SWCT is modelled as a Euler Bernoulli beam incorporating nonlocal effects invoking 
using Eringen's stress gradient theory. The foundation stiffness is considered to be disparate in tension and compression, 
resulting in piecewise linear (PWL) foundation stiffness in the system. Two independent solutions corresponding to the 
mutually exclusive configurations are considered and impose the matching boundary conditions at the interface. We explore 
the effect of nonlocality on the realization and stability of traveling wave solutions in such a medium. 

Introduction 
In recent years, there has been increased interest in carbon nanotubes, their synthesis and mechanics owing to 
their exceptional mechanical and electrical properties [1]. To name a few, they are being investigated 
extensively for potential applications as sensors, fibres embedded into matrices, tunable oscillators etc. These 
studies have modelled these nanoscale systems using atomistic and continuum models. In this study we 
consider continuum elastic models of SWCNTs. As a result of their ability to undergo large, reversible 
deformations without developing lattice defects, SWCNTs are assumed to be elastic. There have been 
extensive studies of SWCNT dynamics using one-dimensional reduced order models such as Euler Bernoulli 
beam [2], Timoshenko beam and Sanders-Koiter thin shell theory. The nonlocal character of these small-scale 
systems is incorporated using the stress and strain gradient theory [3]. The SWCNTs are often supported on 
substrates with nonlinear stiffness and one class of such substrates is an essentially nonlinear PWL stiffness. 
The effect of PWL stiffness on the propagation characteristics of beams and strings has been studied by Lenci 
et al. [4]. However, the effect of PWL foundation on wave propagation in SWCNTs with nonlocal effects 
hasn’t been considered previously and is the subject of this study. 
 

 

𝜌!𝐴𝑤"" + 𝐸𝐼𝑤#$ − 𝜌!𝐴𝑒!%𝑎%𝑤""$$ + 𝑘(𝑤)𝑤 = 0    (1) 
 

𝑘(𝑤) = 	 0𝑘&	∀𝑤 ≥ 0
𝑘%	∀𝑤 < 0 

Figure 1: (a) Schematic of one dimensional SWCT, (b) 
SWCNT supported on PWL spring 

 
The equation of motion (Eq. 1) of a SWCNT modelled as a Euler-Bernoulli beam of effective density 𝜌!, 
Young's modulus 𝐸 supported on PWL foundation (refer Fig. 1) is shown above. We have incorporated the 
nonlocal parameter 𝑒! and 𝑎 is the atomistic characteristic length [4]. The SWCNT is supported on a substrate 
with PWL stiffness 𝑘(𝑤). A single wave consisting of non-identical half wavelengths 𝑙" and 𝑙# as shown in 
Fig. 1(a) is considered. The essential and non-essential boundary conditions at the interface between the 
configurations 𝑤 ≥ 0 and 𝑤 < 0 are matched and additionally, the wave speed for the two configurations is 
set equal so that the wave propagates without distortion. The resulting set of equations is numerically solved 
to obtain the half wavelengths, frequency and the constants of integration. 

Results 
A numerical analysis provides multiple solutions, whereas there are very few physically possible solutions 
satisfying the conditions. These solutions are numerically continued to explore their evolution as nonlocal and 
the asymmetry parameter are varied. As a result, stress gradient theory (nonlocality) increases the inertia effect, 
leading to a reduction in wave speed when compared to the regular beam equation. Asymptotic analysis is 
performed with the nonlocal parameter as a small parameter and its effect on the realization of periodic 
solutions and their stability. 
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Abstract. We study the quantum effects of kink solitons coupled to a bound fermion. In particular, we compute the
fermion vacuum polarization energy that represents the renormalized Dirac sea contribution to the total energy.

Introduction

Boson field theory models in one time and one space dimensions (D = 1 + 1) wherein spontaneous symmetry
breaking produces discrete, degenerate vacua are almost certain to contain (static) soliton solutions which are
characterized by localized energy densities. The field equation for such a soliton is equivalent to minimizing
the classical energy, Ecl. The leading, one-loop quantum correction to Ecl is the renormalized sum of the
shifts of the zero point energies of the quantum fluctuations. These shifts reflect the polarization of the vacuum
induced by the soliton and thus this quantum correction is frequently called the vacuum polarization energy
EVPE. Then Ecl + EVPE is next-to-leading in the semi-classical expansion.
In Refs.[1, 2] new soliton configurations were constructed by coupling the boson to a single fermion bound
state and minimizing the quasi-classical energy which is the sum of Ecl and this bound state energy E. We
have revisited [3] that construction for two reasons. First, in Refs.[1, 2] the Dirac sea contribution was omitted.
But in any legitimate expansion scheme this contribution is of the same order as the one from the single level.
Second, solutions with the single fermion occupying a negative energy level were also constructed. There is no
physical interpretation of such a configuration without the Dirac sea. We therefore consider the fermion part of
EVPE which is the renormalized Dirac sea contribution to the energy.
In D = 1 + 1 the scalar field Φ is dimensionless while the fermion spinor Ψ has canonical energy dimension
1
2 . To make the Yukawa coupling constant g dimensionless we write the Lagrangian as

L =
1

2
∂µΦ∂

µΦ− λ

4

(
Φ2 − M2

2λ

)2

+ iΨ∂/Ψ− g

√
λ

2
ΨΦΨ . (1)

Results and discussion

In all numerical simulations we set the scale by choosing M = 2 and eventually vary λ. We have reproduced
the kink solitons reported in Ref.[1] who only considered M2 = 2λ. In addition we have constructed solutions
deviating from this particular case for different values of the Yukawa coupling constant g. Note that M = 2
causes g to be the mass of a non-interacting fermion since ⟨Φ⟩2 = M2

2λ .
With the fermion coupling, the boson soliton profile is a distorted kink but it maintains to be odd under spatial
reflection so that there are two parity channels of the fermion spinors. With this separation (the fermion part
of) EVPE can straightforwardly be computed using spectral methods [4]. Then the fermion contribution to the
total energy has two components: E + EVPE. In all cases considered we found that EVPE adds positively. It
is substantial and may even outweigh the energy gain from binding the single level so that E +EVPE ≳g. This
suggests that a consistent treatment of the Dirac sea destabilizes the solutions from Ref.[1]; certainly this is the
case when the single level is chosen to be a higher energy excited bound state.
We have also explored the parameter dependence of various energy components (classical, fermion and boson
quantum corrections). From this we conjecture that the model is consistent only when M2 ≫ λ and that
significant binding of the fermions requires g ∼ M2

λ ≫ 1. In that regime the solitons from Ref.[1] may be
legitimate solutions.
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Abstract. A novel nonlinear gradient elasticity model for predictions of the seismic waves has been proposed by
the authors in previous works, where higher-order gradient terms are introduced to capture the effect of small-scale
soil heterogeneity/micro-structure. Here, several characteristics of the proposed model are investigated in depth. More
specifically, the behaviour of the system is investigated for initial conditions that induce different levels of nonlinearity.
Results show that when the initial conditions induce a high nonlinearity in the system, the response can exhibit peculiar
shapes. Furthermore, the nonlinear system predicts a non-zero plateau trailing behind as the initial shape propagates away.
It is shown that the higher the initial nonlinearity, the more pronounced the plateau. These findings offer insight into the
characteristics of the proposed nonlinear gradient elasticity model.

Introduction

The prediction of the so-called seismic site response (i.e., the response of the top soil layers induced by seismic
waves) is important for designing structures in earthquakes prone areas. For seismic loads that induce large soil
strains, accounting for the nonlinear behaviour of the soil can be of importance for accurate predictions. In a
previous authors’ work [1], a nonlinear gradient elasticity model was proposed for predicting the seismic site
response. The nonlinear constitutive behaviour of the soil is governed by the hyperbolic soil model, in which
the (secant) shear modulus G is dependent on the shear strain γ through a non-polynomial relation, as follows

G(γ) =
G0

1 +
(
|γ|/γref

)β , (1)

where G0 is the small-strain shear modulus and γref and β are material constants. Furthermore, the classi-
cal wave equation was extended to a nonlinear gradient elasticity model to capture the effects of small-scale
heterogeneity/micro-structure. The same model is used in this work too, in which a Gaussian pulse is imposed
as an initial condition and the solution is determined using a novel finite difference scheme (see Ref. [1]). This
work investigates the behaviour of the proposed model for different levels of initial nonlinearity. Namely, γref
is varied such that the initial nonlinearity induced by the initial conditions varies. This study offers insight into
the characteristics of the proposed nonlinear gradient elasticity model.

Preliminary results

Compared to the classical continuum, higher-order gradient terms are introduced into the equation of motion,
which lead to dispersive effects [2] prohibiting the formation of un-physical jumps in the response. Fig. 1
shows that the higher the induced nonlinearity, the more skewed the response; for extremely high nonlinearity,
the response exhibits peculiar shapes (see right panel). Furthermore, the higher the nonlinearity, the more
pronounced the plateau trailing behind the bulk of the propagating shape. The in-depth investigation of the
proposed model’s characteristics can be helpful when using it to accurately predict the seismic site response.

Figure 1: Displacement fields for varying levels of initial nonlinearity: quasi-linear (γref = 1), mild nonlinearity
(γref = 0.001, left panel) leading to G(γmax) = 0.6G0, and extreme nonlinearity (γref = 0.001, right panel)
leading to G(γmax) = 0.1G0. The initial pulse is much thinner in the right panel causing a higher nonlinearity.
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Abstract. The paper presents a fast numerical solution to nonlinear shallow water system with the use of  an ordinary personal 
computer. It should help with the timely evaluation of tsunami wave potential threats at a particular part of the coast. High 
performance is achieved by using hardware acceleration which is a specialized Calculator, based on the Field Programmable 
Gates Array (FPGA) microchip. Precision of the obtained numerical solutions was  proved by comparing it to the available 
existing solutions. The achieved performance makes it possible to calculate the wave parameters along the coast within a 
minute, provided that the initial sea surface displacement at tsunami source is given. In case of a strong seismic event offshore 
Japan, it takes nearly 20 minutes for tsunami wave to reach the nearest cost. The proposed approach can provide tsunami 
warning centres with the decision support information about evacuation measure before the wave reaches the coast.  
 

Introduction 
 

After the Great Tohoku Earthquake of March 11, 2011 offshore Japan, it became clear that tsunami warning 
systems could be significantly improved. For the local tsunami, it takes nearly 20 min to propagate from the 
source to the nearest coast. Modern software packages, such as: MOST (Method of Splitting Tsunamis, NOAA 
Pacific Marine Environmental Laboratory, Seattle, WA USA) [1] and TUNAMI-N1/TUNAMI-N2 (Tohoku 
University, Japan) [2], provide high accuracy simulation of the tsunami wave generation, propagation, and 
inundation. However, they cannot deliver the needed analysis in a few minutes even when relying on the 
supercomputer processing. It should be also noted that disaster events, such as the one of March 11, 2011, may 
lead to power shutdowns. At the same time, in order to evaluate possible negative tsunami wave implications 
(including infrastructure destruction and loss of human life), one does not need to know the exact wave 
amplitude at a particular populated coastal area or industrial site.  

So, the desired tsunami warning system must: (1) work very fast (within several minutes), (2) be independent 
of power supply (in case of emergency) and (3) provide a realistic approximation of tsunami wave height (10% 
accuracy or slightly higher would be acceptable). All these requirements could be achieved by using an 
ordinary modern personal computer with the specialized co-processor – the FPGA based Calculator, proposed 
and tested in [3]. 

Results and Discussion  
 

A parallel version of the McCormack finite-difference scheme (which has the second order approximation) 
was implemented on the FPGA platform. It takes only 38.4 sec to simulate 1-hour (7,200 time steps) wave 
propagation for the digital bathymetry grid of 2401x2401 nodes. Geographically small changes in tsunami 
source position (given in Fig. 1, left) result in valuable changes in the wave maximal heights distribution. 

 
Figure 1. Digital bathymetry, water area southwest of Japan. Ellipses S0-S6 show positions of model tsunami sources (left). 

Distribution of tsunami wave maximal heights along the coast. Blue line = S0 model source, yellow line = S3 source, pink line = S6 
source (right). 

Using the hardware acceleration (FPGA-based Calculator), it is possible to determine “safe” and “dangerous” 
locations along the coast within a few minutes calculating wave propagation over the several hundred 
kilometers wide water area. It is expected that in a few years tsunami warning systems will be able to save 
human lives and reduce economic loss even in cases of strong offshore earthquakes. 
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Abstract. Noncommutative integrable systems extend classical soliton equations like the Korteweg-de Vries or the
Nonlinear Schrdinger equation to the level of equations in (at least) matrix-valued functions. Characteristic properties
- like nonlinear superposition - reemerge, but usually in more complicated form, which requires deeper investigation.
The results represent a further development of the study in [3] and [4] which answers to the question to understand the
asymptotical behaviour of special cases of matrix solutions of the mKdV equation.

Introduction

The equations under investigation is the matrix mKdV equation: Vt = Vxxx + 3{V 2, Vx}, where capital case
is used to denote that the unknown are, in general, operators and, hence, non commutativity property is assumed.
In the present investigation the attention is focussed on the case when V , is represented by a 2 × 2 matrix.
Motivated by explicit solutions given in [4] with striking interaction behaviour, the aim of the present work is
to contribute to a better understanding of 2-soliton solutions to the matrix modified Korteweg-de Vries (mKdV)
equation by providing an explicit asymptotic analysis for solutions with regular spectral matrices (in the sense
of [10]). The main tool is a parameter-dependent formula for the N-soliton solutions to the matrix modified
Korteweg-de Vries equation given in [7] (see also [3] for an explicit proof). An asymptotic description of the
2-soliton solutions (for the d×d-matrix mKdV) in the case that the spectral matrices are invertible. An example
is provided in the two pictures where the soliton behaviour emerges.

As a result, we obtain - precisely as in the scalar case - that the collision is elastic and only results in a phase-
shift. This is in contrast to interactions involving a non-invertible spectral matrix, which may in addition lead
to a change of the asymptotic appearance of the interacting waves.
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Abstract. We find and demonstrate that the band structure or bandgap inside a nonlinear metamaterial self-adapts to 

propagation space and time, which breaks the understanding indicated by Bloch theorem. Moreover, we realized the 

synthetical vibration reduction (low-frequency, broadband, light-weight, highly efficient, and strong environmental suitability) 

desired in most engineering applications. 
 

Introduction 
 

Nonlinear acoustic/elastic metamaterials (NAMs) refer to mechanical metamaterials possess strongly 

nonlinear dynamic effects that trigger many peculiar behaviors. Their unusual properties for controlling elastic 

wave are attracting rising attention. Many new unusual properties remain unveiled. Moreover, strongly 

nonlinear metamaterials can present ultralow and ultrabroad band attenuation of vibration and sound radiation. 

However, it is very challenging to conceive a vibration control measure that simultaneously possess the 

capability of low-frequency, broadband, light-weight, highly efficient, and strong environmental suitability. 

Such synthetical vibration reduction is highly desired in most engineering applications such as the aircraft, 

spacecraft and high-speed trains need. 
 

 
 

Figure 1: Self-adaptive wave propagation and synthetical vibration reduction effects 
 

Results and discussion 
 

This paper reports two aspects of the latest progress on nonlinear metamaterials: (1) Band degeneration and 

self-adaptive propagation. Bandgap and band properties play important roles in wave manipulation of 

metamaterials. We find that the strongly nonlinear metamaterials present particular band degeneration and 

bifurcation, accompanied with the wave mode transfer in their unit cells. More importantly, we find and 

demonstrate that the band structure or bandgap inside a nonlinear metamaterial self-adapts to propagation 

space and time, which breaks the understanding indicated by Bloch theorem. The self-adaptivity is a general 

physical property for different nonlinear metamaterials. (2) Synthetical unusual vibration reduction. We 

systematically investigate the vibration and sound radiation of strongly nonlinear elastic metamaterial plates 

or beams. We find that the double-ultra effect is sensitive to the bridging coupling between nonlinear local 

resonances, but is non-sensitive to the attached mass, indicating an exceptional way to achieve “light-weight”. 

Furthermore, we optimize the vibration reduction of metamaterial beams, stiffened plate and sandwich 

honeycomb plate. Our experiments demonstrate that the nonlinear metamaterial design can reduce the 

vibration in 0~1000 Hz of stiff structures by 10-20 dB with only 6%~20% attached mass. The synthetical 

unusual vibration reduction is achieved. All these indicate the significant application prospect of strongly 

nonlinear metamaterials. 
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Abstract. This study considers the interaction between a free vorticity wave packet and a rapidly rotating vortex in
the slowly-evolving regime, a long time after the initial, unsteady, and strong interaction. The interaction starts when
the amplitude modulated neutral mode enters resonance with the vortex on a spiraling critical surface, where the phase
angular speed is equal to the rotation frequency. The singularity in the modal equation on this asymmetric surface strongly
modifies the flow in its neighborhood, the three-dimensional (3D) helical critical layer, the region where the wave/vortex
interaction occurs. Through matched asymptotic expansions, we find an analytical solution of the leading-order motion
equations inside the 3D critical layer (CL). The system of the coupled evolution equations of the wave amplitude and the
low-order CL-induced mean flow on the critical radius has been derived in the quasi-steady regime. The main outcome is
that the wave packet/vortex interaction leads to a fast vorticity wave breaking.

Introduction

Though the motion in intense atmospheric vortices such as tropical cyclones can be considered highly axisym-
metric above the surface boundary layer, observation often shows asymmetric features. The latter are generated,
for instance, by the environmental wind shear, the beta effect, turbulent stress at the sea surface, and moist con-
vection. Through a radiating wave-induced axisymmetric adjustment, these asymmetries are believed to play a
significant role in the intensification of these vortices [1]. Latent heat release, for example, creates asymmetric
potential vorticity (PV) anomalies that outward propagate in the form of PV waves; their breaking was recently
related to the inner spiral rainbands. Observation and numerical simulations indeed show that inner spiral bands
mainly exhibit vorticity wave characteristics [2].
Understanding the dynamics of these spiral bands and their contribution to the vortex evolution can greatly help
improving the prediction of violently rotating vortex intensity. Wave activity analysis in numerical hurricane-
like vortex models shows that vortices only interact with vorticity waves and that the related modes are contin-
uous, that is, admit a CL singularity. This study therefore wishes to improve the understanding of the nonlinear
dynamics of continuous vorticity modes embedded in rapidly rotating vortices. In particular, it examines the
complex dynamical coupling between a vorticity wave packet and the azimuthally averaged 3D wind through
the nonlinear CL theory in the quasi-stationary state assumption. In the previous analytical studies dealing with
2D or 3D, nonlinear and singular wave packets, the induced mean flow was however omitted, which was a
stringent mistake.

Results and discussion

This interaction generates a vertically sheared 3D mean flow of higher amplitude than the wave packet. The
chosen envelope regime assumes the formation of a mean radial velocity of the same order as the wave packet
amplitude, deviating the streamlines in a spiral way with respect to the rotational wind. The critical layer
pattern, strongly deformed by the mean radial velocity, loses its symmetries with respect to the azimuthal
and radial directions [3]. The knowledge of the wave amplitude, the leading-order mean axial and azimuthal
velocity, and axial vorticity evolutions at the critical radius can be simply determined from three first-order
differential equations. Numerical simulations of the first-order mean flow truncated system show that the wave
packet and vortex kinetic energies slightly grow inside the envelope before the breaking onset in most of the
cases, whereas the vortex was intensifying at the expense of the wave packet in the previous and unsteady
interaction. The vertical wind shear has the highest effect on the wave/mean flow interaction. When the shear
is moderate, it enhances intensification but when it is very large, it prohibits it in both the unsteady and slowly
evolving stages [4]. Including the second-order mean flow in this system could, however, avoid the breaking
and would permit the interaction to generate an asymptotic constant-speed travelling coherent vortical structure.
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Abstract. The present work investigates the chirped optical solitons in a medium of fiber Bragg gratings (BGs) with
dispersive reflectivity. BGs is considered here with polynomial law of nonlinear refractive index. The model of coupled
nonlinear Schrödinger equations is analyzed and reduced to an integrable form under specific conditions. The results are
obtained with the aid of soliton ansatz technique. Different structures of wave solutions including W-shaped, bright, dark,
kink and anti-kink solitons are retrieved and their behaviors are presented so as to enhance the applications of fiber BGs.

Introduction

The data transmission through optical fiber for intercontinental distances is based on soliton propagation that
arises due to delicate balance between chromatic dispersion (CD) and fiber nonlinearity. However, the CD may
have low count that leads to limit the transmission distances. Thus, Bragg gratings (BGs) is found to be one
of the effective techniques to tackle this problem by introducing induced dispersion to compensate for low CD
and subsequently ensure the existence of soliton transmission. In literatures, many studies have been carried
out using the technology of fiber BGs to investigate chirped and chirp-free optical solitons with different forms
of nonlinearity, see [1–4]. The current study mainly discusses the dimensionless form of the coupled nonlinear
Schrödinger equations in fiber BGs having polynomial law of nonlinearity given by [4]

iqt + a1rxx + (b1|q|2 + c1|r|2)q + (d1|q|4 + f1|q|2|r|2 + g1|r|4)q
+(l1|q|6 +m1|q|4|r|2 + n1|q|2|r|4 + p1|r|6)q + ih1qx + k1r = 0, (1)

irt + a2qxx + (b2|r|2 + c2|q|2)r + (d2|r|4 + f2|r|2|q|2 + g2|q|4)r
+(l2|r|6 +m2|r|4|q|2 + n2|r|2|q|4 + p2|q|6)r + ih2rx + k2q = 0, (2)

where the functions q(x, t) and r(x, t) stand for forward and backward propagating waves, respectively, whereas
aj for j = 1, 2 represent the coefficients of dispersive reflectivity. In the coupled equations above, bj indicate
the coefficients of self-phase modulation (SPM) and cj denote the cross-phase modulation (XPM) for cubic
nonlinearity portion. For quintic nonlinear part, d1 are the coefficients of SPM while fj and gj are the co-
efficients of XPM. Regarding septic nonlinearity, lj are the coefficients of SPM while mj , nj and pj are the
coefficients of XPM. Finally, hj accounts for inter-modal dispersion and kj define detuning parameters. All of
the coefficients are real valued constants and i =

√
−1.

The objective of the present study is to investigate chirped optical solitons in fiber BGs. The system of equa-
tions (1) and (2) is handled with the help of traveling wave transformation and then some specific conditions
are assumed to ensure an integrable form for the coupled system. The generated traveling wave reduction is
effectively solved by means of soliton ansatz method which yields various forms of chirped optical solitons.

Results and discussion

Figure 1: The profile of W-shaped, bright, dark, kink and anti-kink solitons.

The derived wave solutions for the model of the coupled NLSE (1) and (2) discribe distinct chirped solitons
having nonlinear phase functions in terms of the reciprocal of amplitude function which are entirely different
from the previous studies in the literature. The obtained optical solitons include several forms such as W-
shaped, bright, dark, kink and anti-kink solitons. These new results obtained here are expected to contribute in
improving the experimental studies and engineering applications related to fiber BGs.
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Abstract. We develop an efficient vehicle multibody model for longitudinal-vertical dynamics used in ADAS applications. 

The dynamic properties of the chassis, suspensions, and tires are considered and modelled, which results in accurate vehicle 

dynamics and states. This vehicle system is modelled using a semi-recursive multibody dynamics formulation, the vehicle 

kinematics and dynamics are obtained accurately via the system tree-topology. In addition, a fork-arm removal technique is 

proposed to reduce the number of bodies, relative coordinates, and loop-closure constrained equations. Finally, the dynamic 

simulations of the vehicle are performed on the bumpy and slope roads. The numerical results are compared with the reference 

data both in accuracy and efficiency. The comparative results verify the effectiveness of the proposed vehicle model.  
 

Introduction 
 

In recent years, several advanced driver assistance systems (ADAS) have been studied in terms of ride comfort, 

transportation safety, and efficiency. These ADAS applications require accurate and efficient vehicle models 

to acquire vehicle states and dynamic responses that can be used for intelligent control. In addition, vehicle 

multibody models must run robustly and in real-time on hardware with limited memory. For this reason, it is 

crucial to develop efficient multibody modelling techniques for autonomous vehicles.  

 

Modelling of Vehicle Coupling Dynamics 
 

The longitudinal-vertical dynamics of an autonomous vehicle is modelled using an efficient semi-recursive 

multibody method. This 7-DOF vehicle model based on the sophisticated 14-DOF model is created to reduce 

the size and complexity of the vehicle system for greater efficiency and its motion equations can be written as 
 

𝐑𝐳
T𝐑d

T𝐌Σ𝐑d𝐑𝐳�̈�𝑖 = 𝐑𝐳
T𝐑d

T (𝐐Σ − 𝐓T�̅�
𝑑(𝐓𝐑d𝐑𝐳)

𝑑𝑡
�̇�𝑖) (1) 

 

where T is the path matrix. 𝐑d and 𝐑z respectively represent the first and second velocity transformation 

matrices; �̅� are the inertia matrices of the whole system. 𝐐Σ represents the accumulated external forces of the 

vehicle system; �̈�𝑖 and �̇�𝑖 are the set of independent relative accelerations and velocities respectively. 

In addition, a fork-arm removal technique is proposed. The fork-arm in the MacPherson independent 

suspension is viewed as the combination of two rigid rods. By using the rod-removal technique to remove 

those equivalent rigid rods, the fork-arm is represented by two equations with constant-length constraints.  

 

Results in Accuracy and Efficiency 
 

The dynamic simulations of the 7-DOF vehicle multibody model on both bumpy and sloping roads are 

conducted. A 14-DOF vehicle multibody model and the proposed vehicle model are compared in terms of their 

solution accuracy and efficiency. Their results of X- and Z-axis displacement and velocity, as well as pitch 

angle and rate are nearly identical when the vehicle traverses the bumpy road or the sloping road. And the CPU 

time for a dynamic simulation on bumpy and sloping roads is 4.806 s and 4.790 s, respectively. The respective 

efficiencies increased by 35.37% and 35.14% in comparison to the 14-DOF vehicle model. The dynamic 

simulations on bumpy and sloping roads verify the effectiveness of the proposed vehicle model and the 

efficiency of the simulation calculations. 
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An Application of Bifurcation Analysis to Automotive Windscreen Wipers
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Abstract. In this work we study the effects of automotive windscreen wiper design variables on the dynamics. To do this
we utilise a lumped parameter model and numerical bifurcation analysis to determine operational regions of instability.
This is achieved through an iterative two continuation calculation to produce surfaces of both the Hopf and Saddle node
bifurcations. The continuation results agree well with known bounds of stable wiper operation.

Introduction

Whilst the purpose of windscreen wipers is well-defined, the non-linear contact and sliding mechanisms which
govern the operation are complex. However, unlike almost every other aspect of vehicle development, empirical
data is relied upon as oppose to predictive models to inform design decisions. This reliance on empirical data
places constraints of questionable necessity on design criteria, the result of which can restrict both the vehicle
designers and wash-wipe engineers producing the optimum product. This work presents an analysis of the
impact that a selection of wiper design criteria has on the dynamic stability of a windscreen wiper system.

Approach

We consider a contact distribution that is calculated by finite element analysis at the park position of a com-
mercially available screen. A mathematical expression for the distribution is subsequently derived to allow for
precise manipulation of contact distribution shaping. In order to study the impact that a selection of wiper de-
sign criteria has on the dynamic stability of the system, a reduced complexity mechanical model is established.
The contact distribution along with a continuously differentiable Stribeck curve which features six constants
and the angular velocity of the wiper blade is used to capture the transient friction characteristics[1]. Bifur-
cation analysis is then applied to determine Hopf bifurcations, the subsequent periodic orbits and associated
saddle node bifurcations.

(a) (b)

Figure 1: (a) Reduced Complexity Lump Parameter Model of an Automotive Wiper, (b) Three Parameter
Continuation Diagram tracing the Hopf and Saddle Node Bifucations

Figure 1a shows a schematic of the wiper system used throughout the study. Figure 1b shows a three parameter
continuation diagram tracing the Hopf (red surface) and Saddle node (amber surface) bifurcations. The results
are interpolated using three parameters to construct a surface of bifurcations. Such a surface can be used to
determine optimum regions of operation for wiper blades. The results of our work agree well with known
operational regions of automotive wiper blades.

Conclusions

The non-linear complexities and current reliance on empirical data associated to windscreen wipers necessitate
the development of models and analyses such as presented above. The work presented shows calculated regions
of instability associated to the manipulation of windscreen wiper design parameters. These results can be used
by vehicle designers and wash-wipe engineers to efficiently study the impact of design decisions on the stable
areas of operation of automotive windscreen wipers. Thus providing valuable insight into the relationship
between vehicle design and wipe quality.
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Abstract. As commonly known, direct time integration of the kinematic equations of rigid bodies modeled with three
rotation parameters is impossible in the general case due to singular points. Common workarounds are Euler parameters,
either with unorthodox normalization or by switching to differential algebraic equations. More recent approaches use Lie
group integration methods, as they allow a singularity-free integration of spatial rotations. So far, however, few studies
have addressed whether Lie group integration methods are more accurate and efficient compared to formulations based on
Euler parameters or Euler angles, which could be a crucial aspect for the decision to extend an existing multibody code
with Lie group integration methods. In this paper, we compare several explicit and implicit Lie group integration methods
in terms of accuracy and computational efficiency with formulations based on Euler parameters and Euler angles using
several non-linear, typical rigid body systems.

Introduction

Rigid bodies are commonly used to model complex mechanical systems. As rigid bodies have six degrees of
freedom, it is obvious to use three parameters to model translations and three to model rotations. Modelling
spatial rotations with three rotation parameters (RP) is problematic, as there is no singularity-free representation
of spatial rotations with three RP. Formulations based on three RP apply for example reparameterization strate-
gies [1], while state of the art formulations use Euler parameters (unit quaternions) as RP to avoid singularities
[2]. More recent approaches use Lie group integration methods [3], as they not only enable a representation of
spatial rotations in a setting that is free of singularities, they also allow to use three RP for modelling multi-
body systems [4] and exhibit favorable properties for the simulation of multibody systems. However, Lie group
integration methods are inherently coordinate-free, which makes them incompatible with multibody simula-
tion codes that are based on RP. Apart from the aspect of extensibility of an existing multibody code with Lie
group integration methods, the objective of this paper is to determine, whether Lie group integration methods
are more accurate and efficient compared to conventional approaches. So far, few studies have addressed the
latter question, despite the fact that its answer could be crucial for the decision to extend an existing multibody
code with Lie group integration methods. Therefore, in this paper, the accuracy and computational efficiency
of explicit and implicit Lie group integration methods is compared to Euler angle and Euler parameter based
formulations using several non-linear rigid body systems.

Results and Discussion

It is found, that explicit Lie group integration methods outperform formulations based on RP in terms of ac-
cuarcy and computational efficiency in most of the considered rigid body systems. Especially for systems with
high rotational speeds, explicit Lie group integration methods turn out to be more accurate than a formulation
based on Euler angles while the computational efficiency is almost the same, as exemplarily shown in Fig. 1.
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Figure 1: Left: Schematic representation of a flexibly mounted rotor rotating at 30000 rpm; Center: Convergence of the position error
of the point u located at the rotor at the position of the left support; Right: Total simulation time; The abbreviation ’RotationRxyz
(NonLie)’ marks a formulation based on Euler angles and ’RotationVector (Lie)’ marks a Lie group integration method which uses the
rotation vector to model spatial rotations, cf. [4]. Both methods, use an explicit 4th-order Runge-Kutta method for time integration.
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Abstract. A stability analysis is performed for a class of mechanical systems, with multiple bodies subject to equality motion 

constraints. This analysis is based on an appropriate set of equations of motion, which are expressed in terms of the original 

coordinates as a system of strongly nonlinear second order ordinary differential equations. The results clarify certain critical 

issues associated with classical numerical methodologies, like constraint violation and gradual drift from the exact response. 
 

Introduction 
 

Dynamics of multibody mechanical systems involving motion constraints remains a challenging problem in 

several technical areas of large importance, like automotive, railway, marine and aerospace structures. Usually, 

the equations of motion of such systems are presented as a set of differential-algebraic equations (DAEs) of 

high index. Since the treatment of these equations is a delicate task [1], much research effort has been devoted 

to the subject. Essentially, all the previous efforts are based on application of index reduction or coordinate 

partitioning techniques. In contrast, the equations of motion employed in the present work are a coupled set of 

second order nonlinear ordinary differential equations (ODEs) [2]. This is achieved by combining some 

fundamental concepts of Analytical Dynamics and Differential Geometry [3]. These advantages are exploited 

in the present work, where a stability analysis is performed based on this new set of equations of motion. This 

analysis is also essential for investigating the stability of various numerical integration schemes applied to the 

numerical discretization of the equations of motion. In contrast to previous studies on the subject, all the 

eigenvalues of the linearized system are bounded and are given a specific physical meaning. 
 

Results and discussion 
 

The class of mechanical systems examined is subject to k  motion constraints with general form 

( ) 0=A q v ,                                                      (1) 

where q  and v  represent the n  generalized coordinates and velocities of the system, respectively and A  is a 

known k n  matrix. Then, by adopting the classical Analytical Dynamics framework [3], the equations of 

motion are derived as a set of n k+  second order ODEs for the n k+  unknowns q  and  , where   are the 

Lagrange multipliers. For stability analysis, appropriate linearization leads to an eigenvalue problem with form 
2 2

2

ˆ( )
0

ˆ( ) 0

  − − −
   =
  − −  

T qK M A K M

K M A

 

 

,    (2) 

where the diagonal matrices M , C  and K  are fully determined by the motion constraints [2,3]. This problem 

is shown to possess = −m n k  simple eigenvalues, coinciding with those obtained after eliminating the motion 

constraints, plus a set of k  double eigenvalues (with geometric multiplicity 1), related to the constraints. The 

results shed light on certain critical issues, like the constraint violation and the gradual drift from the exact response 

associated with classical numerical methods. Some typical results are presented in Fig. 1. 
 

     

  

  

Figure 1: (a) An oscillator model and (b) numerical results (for acceleration 1x ) verifying the instability of the DAE model. 
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A reduced model for conical contact dedicated to flexible multi-body dynamics
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Abstract. An efficient time integration scheme for flexible multi-body dynamics with frictional impacts dedicated to
finite element simulations is presented. Considering bulky compact components the linear theory of elastodynamics may
be applied and two separate explicit Newmark integration schemes coupled only by non-linear forces are used for elastic
vibration and rigid body dynamics respectively. After a brief study focused on conservation properties, a dedicated rigid-
body integration scheme is selected. To avoid contact detection and classical mesh to mesh computation a parameteric
study based on static computations is performed to express the reaction forces as analytical functions of few positional
arguments. The penalty method is applied and combined with the Coulomb law to modelize impacts between the two
colliding bodies. The results are then illustrated on a use case with configuration dependent contact geometry. Finally the
global model aims at interpreting experiments on such configurations.

Introduction

Wear is inherent to a large variety of industrial mechanisms including components of water pressurized reactors.
Under the action of the cooling fluid two neighboring components may vibrate and collide. In time repeated
frictional chocs induce mutual wear and thus a modification of the contact profile between the two bodies.
The present paper focuses on a numerical strategy to simulate about 100 s of structural dynamic with constant
contact geometry. Coupling with contact evolution due to wear is considered at a higher time scale. Our case
study concerns slender bodies modeled as Timochenko beams yet bulky enough to work in the framework of the
Linear Theory of Elastodynamics [4]. As a result elastic vibrations and rigid-body motion remain coupled only
by non-linear forces. After a brief study on rigid-body dedicated integration schemes (Fig:1.(a)), an explicit
Newmark algorithm [1] is implemented. A survey over a large panel of rigid-body integration schemes has been
performed in [3]. For efficiency sake a simple contact model combining the penalty method and the Coulomb
law is preferred to avoid impulses. For the most complex contact zones, a parametric study based on static
calculus is performed to come up with an analytical formulation of reaction forces (Fig:1.(c)). This allows to
dodge time-onerous detection algorithms and mesh to mesh calculation.

Figure 1.(a): Symmetrical top: center of
mass trajectory for the NMB [2] & AC2 [1]

integration schemes

Figure 1.(b): Neutral fiber trajectories on a
beam cross section

Figure 1.(c): Reaction forces for a
circle-cone contact

Results and discussion

Figure 1. gives a general overview of some of the results obtained with the dynamic model including accurate
trajectories and reaction forces on any chosen point (Fig:1.(b)). It is noteworthy that while a simple beam
model is used it is still able to keep track of the frictional solicitations on a local scale. The results are validated
through comparison with macroscopic experimental observations. The upcoming work will focus on local wear
computation using the tangential energy dissipated during collisions.
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Abstract. Controlling flexible multi-body systems requires for real-time implementation efficient algorithms that solve
the inverse dynamics, an overlooked problem until recently. In this work, we leverage Kane’s equations to obtain an
inverse dynamics procedure with linear complexity in the number of bodies. The method is simple and coordinate-free
because it is independent of the particular coordinates adopted for discretization and inter-body connections. Furthermore,
it applies to bodies with lumped and distributed mass and accounts for the changes in the inertial parameters of the system.

Introduction
Flexible multi-body systems model many processes of practical interest, such as lightweight manipulators, he-
licopter rotors, and spacecraft. Model-based controllers for these systems are designed upon finite-dimensional
descriptions of the dynamics obtained by discretization of the strains. In this way, a finite number of generalized
coordinates defines the system configuration. The equations of motion become those of a second-order con-
strained mechanical system, making the control problem tractable. However, such controllers implicitly rely
on efficient inverse dynamics (ID) formulations for real-time implementation. Despite all the effort devoted to
solving the forward dynamics, the ID problem has captured far less attention [2]. In the last few years, the soft
robotics [4] community manifested a new interest in the topic [3, 5, 6]. Fig. 1 shows a soft robot prototype.

Figure 1: A pneumatic soft robot consisting of three segments. Each segment can bend in any direction by inflating its four air chambers.
Results and discussion

We exploit Kane’s equations to derive an ID procedure for a system of N flexible bodies with a tree topology
and a fixed base. These equations, which have been extensively used for modeling flexible systems [1] yield
a formulation with an inherent recurrent structure and allow removing nonworking constraint forces. As op-
posed to [2], the approach does not assume that the body motion can be separated as the sum of a rigid and a
deformable contribution. Indeed, this hypothesis is invalid for models obtained from piecewise constant or func-
tional discretizations of the strain fields, which are techniques commonly adopted to formulate control-oriented
models of continuum soft robots. In particular, [3] generalizes the RNE algorithm for a geometric model of
soft-rigid multi-body systems. Instead, [5] presents a novel formulation of Cosserat beams where the strains are
reduced through a functional space representation. Despite being elegant and concise, these approaches require
the reader to be familiar with the tools of geometric mechanics and depend on the technique used to discretize
the strains. In [6], the authors overcome these limitations by applying the Newton-Euler equations on a lumped
mass model of flexible systems. The method is simple but relies on rigid body equations. Consequently, it does
not entirely describe the dynamics. Our approach is tractable and independent of the kinematic description of
the deformations. Furthermore, each body can have lumped or distributed mass, and it can be connected to its
predecessor in the chain by any joint or an hinge. Differently from [6], the resulting equations account for the
changes in the inertial parameters of the system. The algorithm also applies to systems with rigid bodies.

References
[1] Banerjee A. K., Dickens J. M. (1990). Dynamics of an arbitrary flexible body in large rotation and translation. J. of Guidance,

Control, and Dynamics 13(2):221–227.
[2] Boyer F., Khalil W. (1998). An efficient calculation of flexible manipulator inverse dynamics. Int. J. of Robotics Research

17(3):282–293.
[3] Renda F., Seneviratne L. (2018). A geometric and unified approach for modeling soft-rigid multi-body systems with lumped and

distributed degrees of freedom. 2018 IEEE Int. Conf. on Robotics and Automation (ICRA), pp. 1567–1574.
[4] Della Santina C., Catalano M. G., Bicchi A. (2020) Soft robots. In: Encyclopedia of Robotics. Springer, Berlin, pp. 1–15.
[5] Boyer F., Lebastard V., Candelier F., Renda F. (2020). Dynamics of continuum and soft robots: A strain parameterization based

approach. IEEE Transactions on Robotics 37(3):847–863.
[6] Jensen S. W., Johnson C. C., Lindberg A. M., Killpack M. D. (2022). Tractable and Intuitive Dynamic Model for Soft Robots via

the Recursive Newton-Euler Algorithm. 2022 IEEE Int. Conf. on Soft Robotics (RoboSoft), pp. 416–422.



Stability Analysis of Large-Scale Multibody Problems using Lyapunov Exponents
Pierangelo Masarati∗, Gianni Cassoni∗, Andrea Zanoni∗ and Aykut Tamer∗∗

∗Department of Aerospace Science and Technology, Politecnico di Milano, Italy
∗∗Imperial College London, United Kingdom

Abstract. Lyapunov Characteristic Exponents are stability indicators of solutions to nonlinear problems. However, their
estimation can be very demanding, in terms of both complexity of implementation and sheer computational cost, limiting
their applicability to large-scale multibody dynamics problems. This paper addresses the effective use of Jacobian-less
methods to estimate Lyapunov Exponents from large-scale multibody problems.

Introduction

Lyapunov Characteristic Exponents (LCE) or, in short, Lyapunov Exponents (LE), represent the spectrum of
the Cauchy problem ẋ = f(x, t), x(t0) = x0. Considering a solution x(t), they are defined as

λi = lim
t→+∞

1

t
log ‖ix(t)‖

where ix(t) is the solution of the linear, time-variant (LTV) problem iẋ = f/x(x(t), t)ix, ix(t0) = ix0. As
many LCEs as the size of the problem’s state exist; however, estimating all of them is critical, as in theory
independent values of ix0 should be selected, such that each of them evolves along an independent direction.
Numerically, even the faintest perturbation of each ix0 with a contribution in the state subspace direction
resulting in the largest λi, the maximum LCE (MLCE), would make all the limits converge to the MLCE
itself. Numerical methods have been devised to overcome this issue; among them, the continuous QR and SVD
methods, and the discrete QR method are the most effective. However, these methods require the Jacobian
matrix of the problem, f/x(x(t), t), evaluated along the reference trajectory x(t), and can hardly be formulated
for problems described by Differential-Algebraic Equations (DAE), as is the case of the most popular multibody
formulations. In this paper, we propose to use Jacobian-less methods to estimate LCEs of large-scale multibody
dynamics problems directly from the time histories that result from the solution of the original Cauchy problem.
One such method is proposed in [1].

Results

Complex multibody dynamics problems often occur in rotorcraft aeromechanics. Owing to the large linear
and angular motion a helicopter rotor is subjected to, the kinematic complexity and variety of arrangements
existing (and foreseen) for rotor hubs, and the highly nonlinear constitutive properties of several components,
like lead-lag dampers, multibody dynamics is ideal for their analysis. Typical analyses may result in (nearly)
time-periodic solutions; for this reason, a typical approach to stability analysis of periodic orbits is the Floquet-
Lyapunov method; however, it may be convenient to devise a method that does not require the computation of
a periodic orbit, or even its mere existence. LCEs are ideal, in this case, as stability analysis can progress along
with the numerical integration of the problem.

Figure 1: Left: rotor/support model; right: sensitivity of MLCE to amplitude of initial perturbation.
In Fig. 1 we present a sketch of a popular rotorcraft ground resonance model and the MLCE estimated using the
method proposed in [1] as a function of the rotor angular velocity, Ω, and the amplitude of the initial perturbation
of the angular velocity of a blade. The method will be assessed by comparing results with equivalent ones, when
possible, and its application to more complex problems will be illustrated.
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Abstract. The dynamics analysis of the mobile crane carrying a load hung on different rope sling systems is presented in the 
paper. The considered mobile crane is modelled in the form of a tree structure of a main kinematic chain with auxiliary 
subchains. The carried load is modelled in two variants as a cylinder hung on one, three and four ropes sling system, and as a 
box is hung on one, two and four ropes sling system. Numerical results of the crane cycle input movement simulations for 
these models are compared with the simulation results of the model in which the load is modelled as a lumped mass hanged 
on a single rope. 
 

Introduction 
 

In most publications referring to dynamics of cranes, 
a load is treated as a lumped mass hung on a single 
rope. This simplification causes inaccuracy in 
determining the trajectory and energy of the load 
after finishing a cycle of crane input movement, 
which are important due to the precision of load 
positioning [1-4]. 
The model of the crane used in the dynamics analysis 
is presented in Fig. 1. The proposed model consists 
of: crane suspension subsystem b , supporting 
structure mc  (i.e. rotary column, two boom sections 

and telescopic boom section) and two load lifting 

subsystems , {1,2}ac  Î
 (i.e. hydraulic cylinders). The 

carried load is modelled as cylinder cl  and box bl , 

which can be hung on 
{1,2,3,4}

r Î
 rope sling systems. 

The crane input movement cycle is divided into five 
phases, i.e. load lowering ( 3( )df ), crane rotation (

1( )dt ), load telescoping ( 4( )df ), load lifting ( 2( )df ) 
and load swinging. 
The dynamics equations are formulated using the 
joint coordinates, homogeneous transformation 
matrices and the Lagrange equations of the second 
order. 
The proper simulations have been carried out and the 
results have been compared with the results obtained 
for lumped mass ml  on the graph of the kinetic 

energy integral mean value (Figs 2 and 3).  
The contribution of this work is to point out that the 
application of a mathematical model of a crane with 
a load in the form of a lumped mass may not reflect 
the real dynamics of a crane. 
It is worth adding that the value of the kinetic energy 
of the load after input movement cycle finishing is 
often assumed as a criterion in optimisation tasks. 

 
Figure 1: Model of the crane 

 
Figure 2: Kinetic energy integral mean value of the cylinder 

and the lumped mass in phases of input movement

 
Figure 3: Kinetic energy integral mean value of the box and the 

lumped mass in phases of input movement
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Nonlinear effects in joints of multi-dimensional active absorbers for robotics 
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Abstract. Different imperfections and various nonlinear friction regimes in joints of mechatronic systems substantially 

deteriorate their behaviour. This also largely applies to multi-dimensional active vibration absorbers with actuators and sensors 

in feedback control laws. High functional accuracy is often required for the active absorbers, leading to conflicting demands 

on the design and thus to the necessity of advanced elimination and/or compensation of these unwanted nonlinearities. The 

research ranges from the optimization of absorber design, through friction compensation based on an adaptive model or an 

advanced observer, to modifications of absorber control strategies. Some of investigated elimination methods are 

experimentally tested on a demonstrator of a controlled planar vibration absorber with three degrees of freedom.     

 

Introduction 
 

Industrial serial robots are typically able to cover large workspace, but their mechanical properties don’t allow 

combining high accuracy and high dynamic of operations. The same is valid also for new very light robot 

concepts. Widely spread usage of robots, even for tasks such as drilling [1], leads to high demands to accuracy 

and speed. The absolute measurement of the end-effector for fast position feedback as well as usage of inbuilt 

robot motors for vibration suppression is often problematic. The authors of the paper are therefore dealing with 

an alternative concept of using compact active multi-dimensional absorbers for robots [2]. Reducing the 

vibrations of the robots by means of active absorbers can be realized with the help of built-in and local sensors 

only. In addition, active absorbers allow the adaptation to variable dynamic properties of the robot. There are 

many control laws that can be used, one of them is the so-called delayed resonator concept [3].  

 

Results and discussion 
 

The operation of any real controlled mechanism is strongly influenced by imperfections and passive effects in 

the kinematic joints. Research and ways to compensate these nonlinearities are very current, for example, the 

use of LuGre models [4] and their combinations with advanced observers [5] can be mentioned. High demands 

are placed on the exact function of active absorbers for the given purposes in robotics, which leads to the need 

to solve the problem of imperfections of real kinematic joints. An experimental demonstrator was assembled 

for this purpose (Figure 1) including six AVM60-25 voice-coil actuators, linear ball bearings, built-in encoders 

and precise revolute/spherical joints. The first phase of the research consisted in the identification of variantly 

formulated nonlinear passive resistances effects models (LuGre, neural network based and others) during 

different motion regimes of the 3 DOF absorber demonstrator. Adaptation of the parameters took place using 

the parallel simulation of the mechanism model in the control system of the actuators. During these 

identifications, the repeatability of the results and the degree of uncertainty of the obtained models were also 

determined. The second phase investigated the integration of some obtained nonlinear models to the control 

laws specific for active vibration suppression. Generalization of computed-torque type methods and their 

combination with active vibration control strategies was the main goal of these experiments. The current results 

of both of these research phases will be presented, including open questions for further investigation.    
 

  
 

Figure 1: Demonstrator of an active planar 3 DOF vibration absorber and scheme of its mechanical model.  
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Péter L. Várkonyi
Department of Mechanics, Materials, and Structures, Budapest University of Technology and Ecnomics, Budapest,

Hungary, ORCID: 0000-0002-2220-0295.

Abstract. Quasi-static object manipulation, grasping, and robotic locomotion tasks require tests of local stability of
equilibria involved in the motion plan in order to avoid unpredictable failure. Standard stability tests are not available due
to the non-smoothness and discontinuity of rigid body dynamics under unilateral contact and dry friction. In the present
work, a recently published algorithmic stability test using semi-definite programming and Lyapunov’s direct method is
extended. Tailor-made generalizations of Lyapunov’s direct method are proposed. The applicability of the extended
stability test to multi-contact systems is demonstrated for the first time. As a case study, sufficient stability conditions of
a planar rigid body resting on a slope with 2 point contacts are found numerically.

Background

The dynamics of rigid objects and multibody systems under unilateral contact, friction and impact is rich, and
only partially understood. Stability analysis of equilibria is particularly challenging. At the same time, verifying
the stability of an equilibrium state is essential for many applications like object manipulation, grasping, and
robotic locomotion. Lyapunov’s direct method is based on constructing a function over state space, which is
decreasing along trajectories of the dynamics and has a local minimum point at the equilibrium state under
investigation. However the theory does not include a general recipe on how to construct such a function.
It has been pointed out recently [1] that verification of Lyapunov stability by construction of a Lyapunov
function can be formulated as an optimization problem over sums-of-squares polynomials, for which efficient
numerical algorithms are available. Several examples of Lyapunov stability certificates were presented by [1],
but none of those involved multiple contacts.

Figure 1: Left: a rigid body on a slope of angle α with 2 point contacts subject to gravity load. The center of the circle is the center of
mass, and the radius of gyration of the object is chosen as length unit. Coulomb friction with coefficient µi is assumed at both contact
points. Right: illustration of the algorithmic stability test for slope angle α = 30◦; h = 1; µ2 = 1; and inelastic impacts. Background
colors show regions of model parameters d, µ1 where the system is provably unstable (dark grey); unstable according to numerical
simulation (light grey) or stable according to numerical simulation (white). Empty circles mark points where the proposed stability test
successfully verified stability.

Extensions of Lyapunov’s direct method and application to multi-contact equilibria

The verification techniques of [1] were applied by the author to the problem of a planar rigid body with two
point contacts on a slope (Fig. 1). Since the original version of the method failed to verify stability in all
cases, two extensions of Lyapunov’s direct method were proposed. The first one allows the use of piecewise
smooth Lyapunov functions constructed as the maximum of several polynomials. The second extension allows
Lyapunov functions, which may temporarily increase along trajectories.
The generalized stability test was applied to the same problem. In the case of perfectly inelastic impacts, semi-
analytic conditions of stability are available in the literature. In the case of partially elastic impacts, the analytic,
exact conditions of stability are not available, but stability can be predicted based on systematic numerical
simulations. In both cases, the proposed method could verify stability for many values of model parameters
(Fig. 1). To the best knowledge of the author, the proposed method is the first algorithmic Lyapunov stability
test successfully applied to multi-contact equilibria.
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Abstract. Underactuated wheeled vehicles are commonly studied as nonholonomic systems with periodic actuation. Two 

classical examples inspired by riding toys are the Snakeboard and the Twistcar, which were analyzed using planar models. In 

this work, we present a new model – the steer-free rotor-actuated Twistcar, which combines the characteristics of these two 

models, and differs from them by having one passive shape variable, and by the added dissipation due to wheels’ rolling 

resistance. Using numerical analysis, we show that the system exhibits multiplicity of periodic solutions. Varying parameters 

such as actuation frequency and structural length ratio lead to bifurcations, stability transitions, and symmetry breaking of 

these periodic solutions. We will also present ongoing research progress on experimental demonstration in a robotic prototype, 

as well as asymptotic analysis of a simplified approximation of the system. 
 

Introduction 
 

The dynamics of underactuated wheeled vehicles governed by nonholonomic constraints have been an 
extensively researched topic for decades. One of the classic examples is the Snakeboard [1], which is actuated 
by controlling the wheels’ heading angles and an oscillating rotor attached to the body. Choosing different 
gaits of periodic inputs enables steering the Snakeboard along desired paths [1]. Another example is the 
Twistcar [2], in which the joint connecting the body and steering link is periodically actuated, either by 
prescribing the steering angle or the mechanical torque. Asymptotic analysis of the Twistcar revealed abundant 
nonlinear phenomena in its dynamics, such as movement direction reversal depending on the vehicle’s 
structure [2]. In both works, all shape variables are actuated, and the body motion shows growing oscillations 
superposed on the unboundedly growing mean value.   
In this work, we introduce the combined model Steer-free Rotor-actuated Twistcar, see Fig. 1. It has a single 
actuation of an oscillating inertial rotor angle 𝜓(𝑡) relative to the body, while the steering joint angle is passive, 
and evolves dynamically. In addition, we consider viscous dissipation caused by the wheels’ rolling resistance, 
and possibly damping of the passive steering joint. This results in existence of periodic solutions of the system, 
in which the dissipated mechanical energy per cycle is balanced by the energy input of the actuation.  

 

Results and discussion  
 

Invariance properties of the vehicle’s dynamics enable some reduction of the system’s dimensionality, and 
numerical integration is utilized for seeking periodic solutions and analyzing their orbital stability via the 
evaluation of Floquet multipliers. We find multiplicity of periodic solutions, some are stable (i.e. convergent 
from nearby perturbed initial states) while others are unstable (i.e. divergent). Continuously varying a single 
parameter of the system while tracking all branches of periodic solutions reveals interesting bifurcations and 
stability transitions. Fig. 2 and Fig. 3 show solution branches of the mean value of the passive joint angle �̅� as 
a function of the actuation frequency (Fig. 2) and structural length ratio 𝑏/𝑑 (Fig. 3). The solid curves denote 
stable periodic solutions whereas the dashed curves denote unstable ones. One can see that the symmetric 
periodic solution �̅� = 0, having zero net body rotation, changes from unstable to stable through a subcritical 
pitchfork bifurcation where a pair of unstable asymmetric branches evolve. Another critical transition is folded 
(saddle-node) bifurcation where the unstable asymmetric solution branches fold back into stable asymmetric 
branches. Remarkably, this implies that for some regions of the parameters (𝜔 or 𝑏/𝑑), the only stable periodic 
solution is symmetric, while in another region the only stable solutions are pair of asymmetric ones, and in an 
intermediate region the systems exhibit multi-stability of symmetric and asymmetric solutions. Finally, we 
plan to present ongoing research progress on experimental demonstration in a robotic prototype, as well as 
asymptotic analysis of a simplified approximation of the system, in the spirit of [2]. 
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Figure 1: Model of the steer-free 

rotor-actuated Twistcar 
Figure 2: Periodic solution branches – mean 

steering angle �̅� as a function of the actuation 

frequency  𝜔. 

Figure 3: Periodic solution branches – mean 

steering angle �̅� as a function of structural 

length ratio 𝑏/𝑑 
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Abstract. The simulation of rockfall protection ring nets with rocks of arbitrary convex shape poses a challenging task.
One major aspect hereby is the formulation of the net-rock interaction. We approach this problem by using nonsmooth
contact dynamics with hard unilateral constraints, as this allows our model to describe impacts as well as frictional
contact. The net is modeled as a discrete multibody system using a finite number of material points. To take into account
the influence of rock shape, the rock is modeled as rigid body with the shape of an arbitrary convex polytope. For each
material point a frictional contact law with the rock model is formulated.

Introduction

In alpine regions large rocks, often significantly heavier than one ton, pose a great threat for humans and
infrastructure if they become loose and fall downwards. One possibility to prevent damage is the use of rockfall
protection ring nets which are able to capture rocks with a kinetic energy up to 11 000 kJ. The extremely high
impact forces, which such a net has to endure, necessitate extensive testing in the terrain or on test sites. Due
to practical reasons, only a limited number of tests under very specific conditions can be conducted. Numerical
simulations are used to obtain insight for more general test cases. The state-of-the-art in rockfall net simulation
uses purely spherical rock shapes and neglect friction.

Figure 1: Snapshots of simulation result with rotating EOTA111 norm block as rock model.

Simulation with set-valued frictional contact laws

The approach taken here models the rock as an arbitrary convex polytope and uses the nonsmooth contact
dynamics method to take set-valued frictional contact laws into account. The discrete net model of [1] is
employed for the net itself, whereas hard unilateral contact with Coulomb friction is added between rock and
net. For numerical simulations, we used Moreau’s timestepping scheme [2], which directly discretizes the
measure differential inclusion

Mdu− h(q,u)dt = W(q)dP

+ normal cone inclusions for dP ,

capturing the system dynamics. Special attention is paid to the efficient calculation of contact distances be-
tween the rings of the net and the rock. Current research focuses on incorporation of cables in the model to
accommodate for the sliding of the rings over the cables, which causes the so-called curtain effect.

References
[1] A. Volkwein, Numerische Simulation von flexiblen Steinschlagschutzsystemen. PhD thesis, ETH Zurich, Zürich, 2004. Diss.,
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Abstract. The paper presents the dynamics model of the RPSUP mechanism with a clearance in a translational joint. The 
spatial model of the clearance in the translational joint is proposed. In this model, inner surface of the slider is discretized into 
rectangular zones in which the contact between the slider and guide is detected. For each zone, three scenarios of the contact 
are possible: point, line, and surface contact. In numerical simulations interactions between the flexible coupler and the 
clearance in the translational joint will be studied and compared.  
 

Introduction 
 

The fifth class kinematic pairs (revolute and translational joints) are among the most popular types of joints in 
mechanisms. The possibility of modelling non-linear effects in these joints, such as friction or clearance, is 
very important from the point of view of the dynamics of the system [1–4]. There are many works in the 
literature devoted to both planar and spatial models of clearance in revolute joints [3]. The situation is different 
in the case of translational joints with clearance, where only a small number of papers deal with spatial models 
of clearance [1, 2]. In these models, some number of conditions are formulated to describe special cases of the 
position of the slider with respect to the guide.  
This paper proposes an approach in which the internal 
surfaces of the slider are discretized into rectangular 
contact zones, where the contact between the slider and 
the guide can be analysed (Fig. 1). Depending on the 
number of nodes in contact and the depth of penetration, 
three cases of contact are considered: point, linear and 
surface. The normal contact force in node ( , ) pi j  is 

calculated using the following formula [1] 

  1.5( , ) ( , ) ( , ) ( , ) ( , )p p p p pi j i j i j i j i j

n m mK C  f  ,  

where the generalized stiffness and damping ( , ) pi jK , 
( , ) pi jC  depend on the type of contact (point, linear, 

surface), and ( , ) pi j

m  is an average penetration depth in 

node ( , ) pi j . The tangent force due to friction is 

modelled using the LuGre friction model. 
The proposed model of the clearance will be analysed 
for the spatial RPSUP mechanism with the flexible 
coupler. The coupler is discretized using the Rigid Finite 
Element Method. The dynamics equations of motion are 
derived using the Lagrange equations of the second 
kind. Homogeneous transformation matrices and joint 
coordinates are applied in the derivations process. In 
numerical simulations, the influence of link flexibility 
and clearance in the translational joint on the dynamics 
response of the mechanism will be studied. 
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Delay-embedded modal analysis for spectral submanifold identification
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Abstract. We show that in a delay-embedded space, the linearized dynamics at a fixed point can be computed solely
from the eigenvalues of the full linearized system independent of its eigenvectors. This observation provides guidelines for
choosing the delay embedding parameters. It also implies that the tangent space of a delay-embedded spectral submanifold
(SSM) is fully determined by the spectrum of the corresponding eigenspace. Thus, we can facilitate the identification of
SSMs from data by prescribing their tangent spaces based on eigenvalue estimates. Applying this procedure to data from
tank sloshing experiments, we identify a 6D SSM and correctly predict the system’s multimodal decay.

Introduction

In data-driven model identification, delay embedding is routinely used. Examples of model reduction methods
based on delay embedding include eDMD [1], HAVOK [2], and false nearest neighbors [3]. Another approach
where delay embedding has been employed is data-driven model reduction to SSMs [4, 5]. Takens’ embedding
theorem states that delay-embedding a signal from a generic observable function on the full phase space at
least 2d + 1 times recovers d-dimensional invariant objects. In practice however, their identification crucially
depends on choosing the timelag and embedding dimension properly. Improved understanding of how invariant
objects are reconstructed in observable spaces can thus aid model order reduction methods significantly.

Results and discussion

We show that on a delay-embedded SSM, the linear part of the dynamics is fully determined by the eigenvalues
of its spectral subspace. Therefore, when the eigenvalues of interest are known, we can facilitate computation
of a delay-embedded SSM by prescribing the tangent space, even if the observable function and the SSM in the
full phase space are unknown. We apply this method to data from sloshing experiments, where a tank partially
filled with water is mounted on a moving platform horizontally excited by a motor, and the surface profile of
the fluid is recorded (Figure 1a) [4]. As the forcing amplitude increases, more sloshing modes are activated.

4 B. Bäuerlein and K. Avila

Figure 2. Sketch of the experiment. A motor (a) drives an eccentric disk which converts the
rotary motion of the motor via a pushing rod (b) into a quasi-harmonic horizontal oscillation of
the platform. A positioning sensor (c) directly records the motion of the platform on which
the tank (d), two high speed cameras (e) and an USB-camera (f) are mounted. For the
PIV measurements a light sheet (g) is provided by a laser passing through a cylinder lens
(implemented in the stationary laser guiding arm).

dynamics. We find that neither the exact surface shape, nor the frequency spectrum
are useful to determine the nonlinear resonance maxima. The key indicator is the
phase-lag between driving and response. We systematically investigate the role of initial
conditions, characterise the sloshing amplitude with the motion of the liquid’s centre
of mass and directly measure the damping coefficient. The results obtained with our
approach are compared to common approaches used in the literature. The paper is
structured as follows. In the next section, we describe the experimental methods and in
§3 the quantitative characterisation of the sloshing phenomena. In §4 and §5, the Duffing
and multimodal model of sloshing are respectively described and briefly compared to
our measured data. Detailed measurements of large-amplitude sloshing are presented
in §6 with focus on the nonlinear dynamics of the system, including multiplicity and
competition of several flow states. The experimental response curves obtained for several
amplitudes are presented and compared to the Duffing and multimodal model in §7. An
assessment of the strengths and weakness of these models in capturing the experimentally
measured response is given in §8 before the conclusion in §9.

2. Methods

Our experiments were performed in a rectangular container subjected to harmonic
horizontal excitation. As illustrated in figure 1, the flow is quasi-two-dimensional. Slosh-
ing waves reaching from a quasi-planar surface, up to run-up at the tank walls and
wave-breaking were investigated. A distinct feature of the sloshing waves in an oscillated
(or pitched) tank is their asymmetric shape leading to an oscillation of the liquid’s
centre of mass (shown as a red dot in figure 1). Many fundamental studies consider
sloshing in wavemaker tanks (Taylor 1953; Fultz 1962; Chester 1968a). A key difference
between oscillated and wavemaker tanks is that in the latter the primary resonant mode
is symmetric and the liquid’s centre of mass is steady in the lateral direction.

2.1. Experimental setup

A sketch of our experimental setup is shown in figure 2. The tank (width w = 500 mm,
depth l = 50 mm) is mounted on a platform and filled with water at room temperature
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Figure 1: (a) Experimental setup for tank sloshing. (b) Measurement and 6D SSM prediction of the leftmost
point on the surface profile. (c) SSM prediction of full surface profile.

While previous work successfully captured the dynamics of the first mode with a 2D SSM [4, 5], here, we
model the mutlimodal decay on a 6D SSM. The key technology allowing this enhancement is the enforcement
of the tangent space in our SSM reconstruction, based on the theoretically known first three eigenfrequencies.
Figure 1b shows good agreement between the experimental surface profile elevation at the tank wall and the
delay-embedded SSM-reduced prediction. Furthermore, our 6D reduced model accurately predicts the full
surface profile decay in Figure 1c. Finally, our theory on delay-embedded modal analysis provides insight into
optimal parameter choice applicable to any model reduction method.
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Abstract. The paper presents the dynamics model of the RPSUP mechanism with a clearance in a translational joint. The 
spatial model of the clearance in the translational joint is proposed. In this model, inner surface of the slider is discretized into 
rectangular zones in which the contact between the slider and guide is detected. For each zone, three scenarios of the contact 
are possible: point, line, and surface contact. In numerical simulations interactions between the flexible coupler and the 
clearance in the translational joint will be studied and compared.  
 

Introduction 
 

The fifth class kinematic pairs (revolute and translational joints) are among the most popular types of joints in 
mechanisms. The possibility of modelling non-linear effects in these joints, such as friction or clearance, is 
very important from the point of view of the dynamics of the system [1–4]. There are many works in the 
literature devoted to both planar and spatial models of clearance in revolute joints [3]. The situation is different 
in the case of translational joints with clearance, where only a small number of papers deal with spatial models 
of clearance [1, 2]. In these models, some number of conditions are formulated to describe special cases of the 
position of the slider with respect to the guide.  
This paper proposes an approach in which the internal 
surfaces of the slider are discretized into rectangular 
contact zones, where the contact between the slider and 
the guide can be analysed (Fig. 1). Depending on the 
number of nodes in contact and the depth of penetration, 
three cases of contact are considered: point, linear and 
surface. The normal contact force in node ( , ) pi j  is 

calculated using the following formula [1] 

  1.5( , ) ( , ) ( , ) ( , ) ( , )p p p p pi j i j i j i j i j

n m mK C  f  ,  

where the generalized stiffness and damping ( , ) pi jK , 
( , ) pi jC  depend on the type of contact (point, linear, 

surface), and ( , ) pi j

m  is an average penetration depth in 

node ( , ) pi j . The tangent force due to friction is 

modelled using the LuGre friction model. 
The proposed model of the clearance will be analysed 
for the spatial RPSUP mechanism with the flexible 
coupler. The coupler is discretized using the Rigid Finite 
Element Method. The dynamics equations of motion are 
derived using the Lagrange equations of the second 
kind. Homogeneous transformation matrices and joint 
coordinates are applied in the derivations process. In 
numerical simulations, the influence of link flexibility 
and clearance in the translational joint on the dynamics 
response of the mechanism will be studied. 
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Fast computation and characterization of forced response surface of high-dimensional
mechanical systems via spectral submanifolds and parameter continuation

Mingwu Li∗, Shobhit Jain∗ and George Haller ∗
∗Institute for Mechanical Systems, ETH Zürich, Switzerland

Abstract. Forced response curves (FRCs) have been widely used to characterize the nonlinear dynamics of mechanical
systems subject to periodic excitations. Forced response surfaces (FRSs), which depict the nonlinear forced response
over a range of excitation amplitudes, however, have been rarely computed in the literature. FRSs remove the need for
a case-by-case computation of FRCs over a sample of excitation amplitudes and automatically uncover any isolas in the
forced response, that are otherwise hard to predict. Here, we construct spectral submanifold-based reduced-order models
(ROMs) of high-dimensional mechanical systems and equip these ROMs with multidimensional manifold continuation of
fixed points to efficiently extract FRSs. By solving optimization problems on these ROMs, we also show how to extract
the ridges and valleys in an FRS, which delineate the main physical features of the forced response. We demonstrate fast
and effective FRS computation using the proposed approach over finite-element models of structural systems.

Introduction

We consider a periodically forced nonlinear mechanical system with forcing frequency Ω and forcing amplitude
ϵ. Let A be the amplitude of the periodic orbit. The frequency response surface (FRS) is a two-dimensional
manifold in the space (Ω, ϵ,A) that is foliated by the FRCs. Ridges and valleys in the surface present the
skeleton of the response surface. In addition, the projection of them onto the plane (Ω,A) gives the damped
backbone curve. The ridges and valleys are obtained as a collection of local extrema of the one-parameter
family of FRCs under variation in ϵ. Since covering a two-dimensional manifold is much more demanding
than that of a one-dimensional manifold, one can use ridges and valleys to characterize the main features of the
FRS without computing it. However, locating these ridges and valleys are still computationally challenging for
high-dimensional problems.

Figure 1: Left: Ridges and valleys obtained from SSM-based ROM(lines) and the full system via collocation (markers). Right: FRS
and its the ridges and valleys obtained via the SSM-based ROM along with sampled FRCs obtained from the full system via collocation.

Results and discussion

We remove this bottleneck using reduced-order models (ROMs) on spectral submanifolds (SSMs) [1]. Specif-
ically, we reformulate the periodic orbits of the full system as fixed points of their low-dimensional ROMs
on SSMs computed via SSMTool [2]. We then use multidimensional manifold continuation [3] of these fixed
points to compute the FRS of the full system. Furthermore, we use a successive continuation [4] to locate the
ridges and valleys directly with the computation of only one forced response curve.
We apply the proposed method to a cantilever beam with a nonlinear support. This system is discretized with 50
DOFs. As seen in Fig. 1, the results from SSM predictions match well with that of collocation methods. Here,
the complete FRS is obtained in less than half an hour via the SSM reduction, while the 6 sampled FRCs are
obtained in nearly 6 hours using a collocation method on the full system. Furthermore, generating the ridges
and valleys via the SSM reduction took 31 seconds whereas that using a collocation scheme on the full system
took 1.5 days. Note that the isolas are uncovered automatically via this FRS computation, as shown in Fig. 1.
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Developing sufficiently accurate reduced-order models using an efficient error
assessment method

Xiao Xiao∗, Thomas L. Hill∗ and Simon A. Neild ∗
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Abstract. Before utilizing a reduced-order model (ROM) of a complex finite element model, the ROM’s accuracy
should be checked and, if the accuracy is not satisfactory, the ROM must be developed further. This work proposes an
efficient error assessment approach to evaluate the ROM’s accuracy, which does not require additional data points from
the finite element model. Furthermore, a strategy of updating the load cases to aid improvement in accuracy is highlighted.
Finally, a 7th-order ROM’s construction procedure is used as an example to illustrate the proposed method.

Introduction

The ICE method can generate the ROM of the finite element (FE) model with geometric nonlinearity by captur-
ing the FE model’s static force relationship accurately. This method uses a series of static load cases, Fr0, and
the corresponding static modal displacement, r0, to estimate the ROM’s parameters via the fitting procedures,
and the ROM’s accuracy is strongly dependent on the fitting results[1]. Generally, the fitting results can be
evaluated by comparing the nonlinear stiffness force between the ROM and the FE model, but the later requires
the calculation of additional data points in the FE software. The purpose of this study is to propose an ap-
proximate error formula to evaluate the ROM’s accuracy efficiently without additional FE executions and then
use this error formula to guide where additional data points are needed to improve the accuracy. Specifically,
we propose comparing the ROM’s accuracy with a higher-order (in terms of power of polynomial used) ROM
which might be viewed as an approximation to the full order FE code[2]. In this approach, the approximate
error for evaluating the nth-order ROM’s accuracy can be written as,

ε̂n(r) =
‖fn(r)− fn+2(r)‖
max‖fn+2(r)‖

(1)

where the r is the modal displacement in the ROM, the fn(r) and fn+2(r) are the stiffness forces in the nth and
(n + 2)th-order ROM, respectively. The Eq.(1) is computationally efficient, as it does not require extra static
FE analysis. This error formula can then also be used to govern where an additional data point is needed should
the ROM’s accuracy be insufficient.

Figure 1: The ROM’s construction and evaluation

Results and discussion

Figure 1 depicts a 7th-order ROM’s construction procedures. As the initial load distribution S1 is given, the
next load cases can be determined from the Eq.(1). Specifically, the point related to the maximum error,
max{ε̂n(r)}, under the Si will be extracted and the next load case will be calculated by substituting the coor-
dinate of this point into ROM’s nonlinear stiffness force. Then, the load distribution will be updated to Si+1 by
adding this new load case in Si, and ROM will be constructed and evaluated again based on the Si+1 until the
max{ε̂n(r)} smaller than εcri. Meanwhile, it can be observed that every new load case can decrease the fitting
error continuously, which indicates the new load case provided by the proposed method is reasonable. From
the results, it suggests that the approximate error formula can not only evaluate the fitting error efficiently but
can efficiently guide the load case selection, which can keep the total times of static analysis small.
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Multiple Equilibrium States in Large Array Resonators
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Abstract. This work considers the response of a globally coupled array of oscillators, each with cubic nonlinear
stiffness, in the presence of global reactive and dissipative coupling. Based on the continuum formulation for this system
first presented in C. Borra et al (Journal of Sound and Vibration, 393:232–239, 2017), the individual resonators are excited
to sufficient amplitude to allow for multiple coexisting equilibrium distributions. The method of multiple scales is then
applied to the system to describe evolution equations for the amplitude and phase of each resonator, and the equilibrium
structure of the system is studied as the reactive and dissipative coupling parameters are varied. For specific families
of the equilibrium distributions two-parameter bifurcation sheets can be constructed., and these sheets are connected as
individual resonators transition between different branches for the corresponding individual resonators.

Introduction

The equations of motion for a discrete system of coupled resonators [1] can be written as

mi z̈i + ci żi + k1,i zi + k3,i z
3

i −
α̃

N

N∑

j=1

żj −
β̃

N

N∑

j=1

zj = f̃(t), (1)

(a)

0.85 0.90 0.95 1.00 1.05 1.10 1.15
0

1

2

3

4

5

m(s)

R
(
s
)

ut ut ut
ut

ut

ut

u t

ut ut utrs rs rs
rs

rs

rs

r s
rs rs rsbc bc bc

bc

bc

bc

b c

bc bc bc

(a) Coexisting equilibrium distributions, N =

10; each distribution is indicated by a different

line and marker style (most notable at i = 7).

(b) Bifurcation Sheet

Figure 1: Equilibrium Structure

where each individual resonator in the N -element array is

characterized by the index i and has an associated displace-

ment zi. The parameters α̃ and β̃ characterize the magni-

tude of the dissipative and reactive global coupling respec-

tively, and finally each resonator is subject to an external

time-dependent excitation represented by f̃(t). This system

is analyzed using the method of multiple scales applied in a

continuum limit of the population, first introduced in Borra

et al. [2].

Results and Discussion

As illustrated in Figure 1a, for given values of the cou-

pling parameters (α̃, β̃), coexisting stationary distributions

of the population of resonators exist. In the figure three dis-

tinct equilibrium populations are shown for N = 10 res-

onators, each with given mass detuning. Further, distinct

two-parameter bifurcation sets can be obtained for specific

population characteristics as the coupling varies, an exam-

ple of which is shown in Figure 1b. The resulting families

of bifurcation sets can be pieced together to then understand

the overall bifurcation structure of the system.
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Reduced-Order Models for Systems with Snap-Through
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Abstract. Traditionally, Reduced-Order Models (ROMs) have been unable to capture the highly nonlinear dynamics of
snap-through systems. In the case of morphing aeroelastic structures, the computational cost of optimising multi-stable
systems is a major bottleneck in the design process, and accurate ROMs would be a significant step in overcoming this. This
work investigates the application of a technique to generate ROMs that  can capture large in-plane displacements and
demonstrates its applicability to snap-through.

Introduction
Snap-through is an important failure mode in many thin-walled or easily buckled structures [1] and is also
used as a mechanism for effectively introducing multi-stability into morphing structures, including next-
generation  turbine  blades  and  aerofoils  [2].  Accounting  for  snap-through  in  design  requires  accurately
capturing its dynamics. This is typically highly computationally expensive due to the strong nonlinearity of
the  phenomenon.  Snap-through  systems  can  experience  significant  in-plane  displacements  which,
traditionally,  have  been  challenging  to  capture  in  indirect  ROMs.  However,  with  the  development  of
the  Implicit  Condensation and Expansion with Inertial  Compensation (ICE-IC) method,  the effect  of  in-
plane kinetic energy can be efficiently captured without expanding the reduction basis of the ROM [3]. This
work investigates the applicability of this method to snap-through systems.

Results and Discussions
The ICE-IC method is used to compute ROMs for a two DoF, single mass oscillator with significant in-plane
kinetic energy and a FE modelled, pinned-pinned, pre-compressed beam. The ROM accurately predicts the
backbone curve for the 2 DoF system, which is  a marked improvement compared to when the coupled
kinetic energy is neglected (see Panel (a) of Figure 1). The dynamics of the FE beam is also well predicted
for simple single-mode snap-through, as shown in Panel (b) of Figure 1. However, for increased generality,
the reduction basis needs to include at least two unstable modes which results in a far more complex static
data set. Further work is required to demonstrate that the dynamics would be well captured by such a ROM.

Figure 1:  Frequency of the free response for a given initial modal displacement for (a) the 2 DoF system and (b) the FE beam. The
full model and ICE-IC ROM are shown in both and the ICE only ROM is given as a point of comparison in the 2 DoF system. 
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Abstract. This paper develops a reduced-order modeling procedure, namely an adjoint Proper Orthogonal Decomposition 

(POD)-Dynamic Mode Decomposition (DMD) analysis, to isolate the energy and evolution-wise dominant features of fluid-

driven pollutant dispersion in a street canyon. Based on large-eddy simulation (LES) results of a generic street canyon, this 

systematic procedure identified three types of flow field modes according to energetic and dynamic significance, providing 

useful guidance for pollutant dispersion phenomenon analysis. 
 

Introduction 
 

Among the present Reduced-order models (ROMs), Proper Orthogonal Decomposition (POD) is one popular 

scheme that has been widely employed to investigate pollutant dispersion and wake dynamics around buildings 

and moving vehicles [1]. The limitations of POD lie in its modes mixed in frequency components and its 

neglecting some low-energy modes that impose significant dynamical effects on the flow field. The former 

leads to difficulty identifying flow patterns corresponding to each dominant frequency. The latter leads to poor 

low-dimensional reconstruction models, even when the majority of energy in a dataset has been captured [2]. 

DMD is another purely data-driven ROM introduced by Schmid [3], in which each mode contains a unique 

frequency, providing great convenience in identifying specific dynamic features. However, DMD is weak in 

determining the highly physically relevant modes due to lacking an approach to ranking eigenvalue 

significance. 

Due to the two schemes’ limitations, this paper develops an adjoint POD-DMD analysis procedure to isolate 

dominant features of fluid-driven pollutant dispersion in a street canyon from the perspectives of both energetic 

and dynamic significance. The dominant flow field structure patterns and their contribution to pollutant dispersion 

are identified and summarized. 
 

Results and Discussion 
 

In this paper, the adjoint POD-DMD procedure contains four steps. Firstly, conduct POD and DMD, 

respectively, to the raw flow field data. Secondly, based on the dominant frequencies of the high-energy POD 

mode, identify three types of DMD modes according to energy contribution and dynamical effects. Thirdly, 

conduct superposition to DMD modes within a type to identify the key features, as shown in Fig. 1. Finally, 

corresponds the dominant flow patterns to possible pollutant dispersion phenomenon. 

Results show that energetically & dynamically significant modes (Fig. 1a) show the mainstream and the main 

vortex structures occurring near the stagnation point, the separating point, and the fluid reattachment area. 

Energetically significant & dynamically insignificant modes (Fig. 1b) represent where the turbulent kinetic 

energy is the largest, leading to periodically sudden pollutants increase near the building roofs and the wake 

region. Energetically insignificant & dynamically significant modes (Fig. 1c) show the reversed flow structures 

occurring near the stagnation point, inside the street canyon, and in the wake region, leading to slow but 

continuous pollutant increase near the upstream building roof and the windward wall. 

   
(a) (b) (c) 

Fig. 1 Normalized velocity vectors of (a) energetically & dynamically significant modes (b) energetically 

significant & dynamically insignificant modes (c) energetically insignificant & dynamically significant modes 
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Abstract. Prediction of the forced response of coupled structures in contact may become computationally expensive due
to the nonlinearity in the system. However, the dominant nonlinearity in the coupled structure is localized at the contact
interface which gives the opportunity to solve the nonlinear equations only for connection degrees of freedom (DOF)
instead of whole structure. In this paper, a new reduction technique for dynamic analysis of nonlinear coupled structure
in frequency domain, is presented. The method reduces the number of nonlinear equations to the half of the number of
connection DOFs in the coupled structure. Notably, model order substructuring techniques such as fixed, free and mixed
interface methods reduce the system to N nonlinear equations, where N is the total number of connection DOFs plus the
number of modes included in each substructure. The performance of the method is examined through a case study, and it
is shown that the method reduces the computational cost.

Introduction

Most devices contain components that are assembled together for a specific function. Assembling in some
applications is inevitable because each component has different material and domain of performance, such as
hearing aids which consist of electrical, acoustic and mechanical component. Accurate prediction of dynamic
response of coupled structures requires detailed finite element model of each component and nonlinear model-
ing of the connections which makes it computationally expensive. Despite using high performance computers,
developing physics based reduction techniques is necessary to reduce the computational cost.
Component mode synthesis (CMS) methods are one of the well known techniques to reduce the size of the sys-
tem. These methods can be categorized to fixed interface [1], free interface [2] and mixed interface [3] methods.
In all of these methods the system will reduce to the number of connection degrees of freedom plus number of
modes included in each substructure. Increasing accuracy of the solution comes with increasing the number of
included mode shapes which gives rise to the number of nonlinear equation that should be solved. In this paper
we present an approach in which we separate the governing equation of the substructures in frequency domain
and using receptance matrix of the each substructure, a close form nonlinear equation is derived as:

xrel = HI
befIe − HII

befIIe + (HI
bb + HII

bb)c(xrel) (1)

where xrel is the relative displacement vector at the joint and c(xrel) is the vector of Fourier coefficient of
nonlinearity and Hj is receptance matrix of substructure j = I, II and indices b and e refer to connection and
excitation DOFs, respectively. After solving Eq. 1 using the Newton–Raphson method along with arc-length
continuation, the internal force at connection can be calculated. Note that the method does not require the full
receptance matrix of the substructure. For calculating the displacements at specific degrees of freedom (m), It
is only required to calculate or measure the receptance matrix of the substructures at corresponding degrees of
freedom (m), connection and excitation DOFs in the system.

Results and discussion

To investigate the performance of the method, a case study has been considered and the results show that the
proposed reduction technique decreases the computational cost comparing to the notable Component Mode
Synthesis (CMS) methods, due to excluding the modal amplitudes and halving the connection degrees of free-
dom in nonlinear equations. Another advantage of the method is that the receptance matrix can be measured or
calculated and increasing the number of mode shapes for calculating the receptance matrix, will not affect the
number of nonlinear equations in the system. It also gives the opportunity to computed the receptance matrix
by expansion based methods such as SOAR [4] and Krylov subspace [5] without any effect on the number of
nonlinear equations.
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Abstract. A Proper orthogonal decomposition and hyper-reduction-based model order reduction method (MOR) is
employed to obtain the computationally efficient solution of nonlinear thermal systems in one- and two-dimensional
domains. Material nonlinearity, as well as nonlinearity due to boundary conditions, are considered. The hyper-reduction
approach based on POD and Discrete Empirical Interpolation Method (DEIM) is used to solve the nonlinear system and
compare the computational performance with the full finite element model.

Introduction

The finite element discretization of nonlinear partial differential equations leads to large scale nonlinear ordi-
nary differential equations. The solution of these equations in time is computationally challenging. To ob-
tain the computationally efficient solutions, model order reduction techniques are employed. The projection-
based Proper orthogonal decomposition methods [1] are popularly used for model order reduction of nonlinear
systems. However, to obtain the nonlinear matrices in lower dimensional subspace one has to first compute
these matrices in the original dimensional space and then do the reduction which adds extra computations. To
tackle this issue hyper-reduction methods such as Discrete Empirical Interpolation Method (DEIM), Energy-
conserving Sampling and Weighing method (ECSW), etc. are proposed [2].
In this work we employ the POD-DEIM based MOR method to solve nonlinear heat transfer problems in
one dimension and two dimensions. We consider the material nonlinearity and nonlinearity due to boundary
conditions. The governing equations of the 2D system in the consideration is given in Eq. (1),

∂

∂x

(
κ(T )

∂T

∂x

)
+

∂

∂y

(
κ(T )

∂T

∂y

)
= ρCp(T )

∂T

∂t
(1)

The resulting system of nonlinear first order ODEs after FE discretization is given in Eq. (2),

C(T)Ṫ + K(T)T = f (2)

where, K(T) and C(T) are the nonlinear conductivity and capacitance matrices, respectively. Let Φ be matrix
consisting of POD modes for the problem under consideration. The reduced order model obtained by the POD
method is given by,

Cr(T)Ṫ + Kr(T)T = fr (3)

where, Cr = ΦTCΦ, Kr = ΦTKΦ and fr = ΦT f are the reduced matrices. The computational complexity
of Eq. (3) is further reduced by implementing DEIM algorithm.

Results and Discussions

We carry out the numerical experiment of 1D and 2D heat transfer problem with temperature dependent thermal
conductivity and heat capacity. We consider Dirichlet and convection boundary conditions. In both one- and
two-dimensional systems, DEIM gives more than 20 times faster computation compared to the full order model
and 8 times speedup with respect to POD-based model, while maintaining accuracy of around 99%. Following
are temperature variations at a few selected nodes:
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Abstract: Pollutant dispersion within street canyons is one of the most challenging topics today. The complex flow patterns, 

along with turbulence effects, can be regarded as a multi-dimensional non-linear system with a huge amount of information. 

This paper applies spectral proper orthogonal decomposition (SPOD), one of the cutting-edge reduced-order modeling (ROM) 

techniques, to capture the main features of the complex non-linear phenomena and save the computational resources for data 

processing. The relationship between flow structures and pollutant concentration field is illustrated via SPOD cospectra, while 

the turbulence-induced pollutant removal mechanism is demonstrated via SPOD modes. The results show that both external 

large-scale coherent structures at the canyon roof level, and waves caused by the canyon vortex play a crucial role in pollutant 

removal within the street canyon. 
 

Introduction 
As a basic unit of urban canopy elements, the street canyon model is widely investigated to understand the interactions 

between the urban canopy and the atmosphere. In the current study, an idealized street canyon is modeled via 

computational fluid dynamics (CFD). The model is composed of two parallel buildings with width (streamwise-z) × height 

(spanwise-y) × length (crosswind-x) = H × H × 10H, with the width of the street between the two buildings set as H. The 

air pollutant sulfur hexafluoride (SF6) is emitted from four line sources situated at the bottom of the model. The flow 

field and pollutant concentration field are simulated by Large-Eddy Simulation (LES) method (See figure 1).  

 
Figure 1: Schematic of the street canyon model and the mean velocity field 

 

Results and Discussion 
Compared to obtaining complete information of the system, ROM techniques can help to extract the main spatial-spectral 

features and dynamic properties from a complex flow field in the street canyon. This paper applies SPOD as a post-

processing technique to determine the relationship between turbulent motion and pollutant removal. SPOD is a kind of 

cutting-edge ROM method, which has the advantages of both traditional POD (proper orthogonal decomposition) and 

DMD (dynamic mode decomposition)[1]. SPOD modes capture the external large-scale coherent structures and those 

waves caused by the canyon vortex at building roof (see figure 2). The SPOD cospectra are defined to elucidate the 

spatial-temporal variation of the phase relationship between the velocity components and concentrations (see figure 3). 

Mode f4 and f5 represent the large vortex structure in the canyon, those intermittent oblique stripes agree well with the 

vertical velocity distribution. Mode f1 and f2 represent the large-scale coherent structures, while f3 appears to fall between 

these two groups of modes. All the modes demonstrate that both external large-scale coherent structures at the canyon 

roof level, and waves caused by the canyon vortex play a crucial role in pollutant removal within the street canyon. 
 

 

 
 

Figure 2: SPOD modes with the real and imaginary 

parts of the eigenfunction 

 

Figure 3: SPOD cospectra for vertical velocity 

components and concentrations. 
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Abstract. In a structural system with an isolated nonlinear region, a neural network is trained to predict the effect of
the nonlinearities within the region on the remaining structure. Based on a novel order-reduction formulation developed
previously, these predicted forces are incorporated within an associated ideal system to predict the response of the overall
structural system, thus replacing the detailed description of the isolated region and providing a computationally efficient
model of the nonlinear system.

Introduction

Techniques in machine learning, including neural networks, open the possibility of describing the response of

engineering systems where the underlying physics is either unknown or too complicated to accurately resolve

in a computationally efficient simulation. The present work seeks to employ predictions from a neural network

to represent the nonlinearities in an isolated region of a larger structural system, so that the neural network

essentially serves as a constitutive model for the nonlinearities. A novel order-reduction approach developed

previously by Quinn and Brink [1] is used to introduce the effect of the nonlinearities on the underlying ideal

linear system, which are then captured by the application of the neural network. This approach is illustrated with

a example structural system where the nonlinearities are assumed to arise from cubic stiffness and damping, as

well as state-dependent damping so that the isolated region contains internal hysteretic variables.

Results and Discussion

s1 s2

xi

(a) Example system

(b) System response with an excitation distinct

from the training excitation.

Figure 1: Isolated Nonlinearities

The system is assumed to be decomposed into a region C1

that is linear, coupled to a region C2 containing the nonlin-

earities in the structure. In the order-reduction method the

effects of the nonlinearities are captured by an internal force

vector
¯
Q that only reflects the influence of the nonlinearities

within the isolated region C2 on the external linear region

C1. This force is then determined from a model capturing

the nonlinear response, but localized to the isolated region.

As a result, the response of the linear region is determined

only by the internal force vector.

This approach is illustrated on a chain of oscillators, repre-

senting the discretization of a rod undergoing longitudinal

deformations, as illustrated in Figure 1a. The nonlinearities

are localized within the region s ∈ (s1, s2), while the re-

mainder of the rod is linear. A Multilayer Perceptron is used

to identify the internal force
¯
Q that acts at the boundaries

of the isolated region, arising from the nonlinearities. After

training, this predicted internal force is used within an ODE

solver to determine the response subject to initial conditions

and external forcing. The training takes place with a single

specific realization of initial conditions and excitation. How-

ever, this is sufficient to provide accurate predictions when

the system is subject to a variety of initial conditions and excitations, as illustrated in Figure 1b.
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Abstract. The main aim of this paper is a new data-driven aerodynamical model for multi-rotor drones and helicopters.
The training dataset was created by validated CFD simulations utilizing the virtual blade model. A regression algorithm
was used to develop the data-driven model, resulting in a simple model in a short amount of time. Using the data-driven
model, the generated forces and moments by the rotating blades can be modeled with high accuracy when the motion
state of the structure is known. The result of the paper is a nonlinear drone model whose control algorithm can consider
the nonlinear aerodynamical effects. With the help of this model, the maneuverability and precision of drones can be
increased in the future.

Introduction

Unmanned aerial vehicles or drones are increasingly common for various tasks, as they have some distinct
advantages over conventional aircraft. One of these is that they are much more agile than their traditional coun-
terparts, which stems from the fact that they are much smaller, and human limits do not have to be considered
[1]. One popular type of drone is the quadcopter with four rotors, where control is achieved by varying the
rpm of the individual rotors only. However, these drones are inherently unstable and exhibit strongly nonlinear,
coupled, and underactuated dynamics. For this reason, an accurate aerodynamic model is important to design
control algorithms [2].
In this study, the lift of a single propeller was computed using CFD simulations for several different flight
conditions. The virtual blade model [3] was applied to reduce the computational cost. From the results of the
simulation, an aerodynamic model was built for the lift of a propeller which takes into account the velocity
and the angular velocity. This model was applied to a planar quadcopter model [4] and it was compared with a
simpler aerodynamic model which only considers the angular velocity.

Results and discussion

To compare the two models, an identical PD controller was used and identical trajectories were prescribed. In
most of the cases involving smooth trajectories, the main difference between the models is the resulting angular
velocities of the rotors. However, in some cases, especially when the prescribed trajectory is discontinuous,
there can also be significant differences in the resulting trajectories. An example is shown in Figure 1, the
model based on the CFD simulations is shown in blue, the simpler model by dashed green, and the prescribed
trajectory in dotted red.

Figure 1: The resulting horizontal and vertical displacements for the two models compared with the prescribed trajectory.
From Figure 1 it can be observed that in the vertical direction, the trajectory is followed more accurately than
in the horizontal direction. In the horizontal direction, the trajectory that results from using the base model
deviates significantly from the prescribed trajectory.
The result of this investigation is a nonlinear drone model whose control algorithm considers the nonlinear
aerodynamical effects. With the help of this model, the maneuverability and accuracy of drones can be increased
in the future.
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Abstract. Identifying the characteristic coordinates or modes of nonlinear dynamical systems is critical for understanding, 
analysis, and reduced-order modeling of the underlying complex dynamics. While normal modal transformation exactly 
characterizes any linear systems, there exists no such a general mathematical framework for nonlinear dynamical systems. 
Nonlinear normal modes (NNMs) are natural generalization of the normal modal transformation for nonlinear systems; 
however, existing research for identifying NNMs has relied on theoretical derivation or numerical computation from the 
closed-form equation of the system, which is usually unknown. We present a data-driven method with physics-integrated deep 
learning for identifying NNMs and reconstructing the NNM-spanned reduced-order models of unknown nonlinear dynamical 
systems using response data only. We leverage the modeling capacity of deep neural networks with integration of physics 
knowledge about nonlinear dynamics to identify the forward and inverse nonlinear modal transformations and the associated 
modal dynamics evolution. We discuss the performance and applicability of the method on different nonlinear systems with 
comparisons with existing methods. 
 

Introduction 
 

Dynamical systems generally exhibit complex nonlinear phenomena, such as frequency-energy dependence 
and modal interaction. Their accurate modeling and representation typically require high-dimensional models, 
resulting in great difficulties in analysis and computations. Reduced-order modeling (ROM) aims to alleviate 
such modeling and computation challenges by identifying reduced-order models (ROMs) that accurately 
capture the dynamics embedded in the original high-dimensional space. While the proper orthogonal 
decomposition (POD) method has been successfully applied in ROMs with the advantage of computational 
efficiency thanks to its simplicity, its linear nature reduces its performance when handling intrinsically 
nonlinear dynamical systems. Nonlinear normal modes (NNMs), defined as invariant manifolds [1] in the state 
space, are natural bases that span a nonlinear subspace with clear physical interpretations. Furthermore, the 
generalized invariance property of NNMs allows finding the lowest-dimensional subspaces that capture the 
nonlinear dynamics. We present our recent study on developing a physics-integrated deep learning approach 
to discover ROM from measurement data only; it simultaneously identifies the NNMs-spanned subspace with 
a hierarchical order and the associated nonlinear modal dynamics. Specifically, our approach consists of 1) a 
hierarchical autoencoderthat identifies the nonlinear modal transformation function of NNM with a 
hierarchical order which indicates the relative contribution of each NNM to the observed responses; and 2) a 
dynamics-coder that identifies the evolution function of the NNM coordinates.  

 
 

Figure 1: Numerical experiments on a nonlinear shear-type 5DOF system and the identification results. 
 

Results and discussion 
 

Reconstructions using identified NNM coordinates have smaller error than that by POD mode (POM) 
coordinates. Same conclusion can be drawn from the predicted time histories of states by 4-order ROMs based 
on POMs and NNMs. The oscillation amplitudes of transformed response that reveal relative importance of 
each identified mode for the observed response are shown in (d). For forced nonlinear systems, it is seen in (e) 
that the NNM-based ROM identified by our approach shows higher accuracy than POM-based ROM, 
especially in the vicinity of bifurcation frequency where the nonlinearity of the system is prominent. 
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Abstract. A comparison of three different parametrization styles for the approximation of invariant manifolds is per-
formed for eight different dynamical systems. The impact of the parametrization style on finite order approximations is
investigated by comparison to exact solutions. A modified parametrization style is shown to yield superior results for two
example systems thus motivating further research into the development of better parametrizations in the future.

Introduction

The approximation of invariant manifolds is a popular approach for reduced order modeling of nonlinear dy-
namical systems. Stable and sufficiently attractive (slow) invariant manifolds represent the system’s behavior
of interest since solution trajectories of the full system that start close to such a manifold converge towards it
and may be approximated by the solution trajectory on the invariant manifold. For a given (smooth) dynamical
system, invariant manifolds in a neighborhood of a solution such as a fixed point can be approximated numer-
ically by the parametrization method [1, 2]. An ansatz of multivariate polynomials for the invariant manifold
and the reduced dynamics thereon yields a sequence of systems of linear equations to determine the unknown
coefficients that can be solved recursively starting at the lowest order [3, 4]. However, this procedure gives
fewer equations than unknowns which means that there is some methodological ambiguity that needs to be
resolved. Depending on what additional conditions are introduced to resolve this ambiguity, this approach
gives a certain parametrization—e. g. the graph style parametrization (GSP) or the normal form parametriza-
tion (NFP). Different parametrization yield better or worse approximations, depending on the specific dynamic
system that they are applied to. Although a posteriori error analysis is possible [5], it is difficult to choose the
best parametrization a priori. To illustrate the impact of the parametrization choice and motivate further re-
search into the development of further parametrizations, we apply GSP, NFP and NFP for systems with (near)
resonances to a series of benchmark problems that are designed to favor one parametrization style [6].

Results and discussion

Approximations of invariant manifolds and the reduced dynamics thereon are calculated for eight dynamical
systems. Exact solution of the invariant manifolds that we want to approximate numerically with all three
parametrization styles are known for seven of those systems; the eighth system is a finite element model taken
from the literature. Except for the last system, the dynamics of the full systems and their exact invariant mani-
fold are given by multivariate polynomials of order 3 or less. However, most parametrization styles are not able
to recover these low dimensional expressions, instead giving infinite series approximations with limited conver-
gence ranges. We present some unexpected results such as one case where a parametrization is able to recover
not just the exact invariant manifold, but also another solution, namely a limit cycle on this manifold. Lastly,
we show a heuristically modified parametrization gives a superior approximation for the invariant manifold and
the reduced dynamics thereon than GSP or NFP at the same order for the eighth system we considered.
The presented study illustrates that the inherent ambiguity, if resolved sub-optimally, gives rise to bad ap-
proximations with small convergence ranges. Future developments and improvements of the parametrization
method should take this into account. The presented systems may serve as a possible benchmark for any such
developments, since their invariant manifolds and solution behavior are known exactly.
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Abstract. The ability to sense flows and estimate some features in the near field is very important for underwater robot.
Many species of fish can accomplish such sensing even when they are blinded using their lateral line or kinematics of fins.
The complexity and high (infinite) dimensionality of fluid flows around a swimmer require new methods for such flow
sensing. Recent advances on Koopman operator of a dynamical system combined with machine learning offers a new
way to extract useful information of the flow based on pressure or kinematic measurements from a swimmer’s body. We
present experimental and computational results of a trailing hydrofoil sensing and estimating the wake Strouhal number
and the distance of an upstream body using on board measurements.

Introduction

Objects moving in water or stationary objects in streams create a vortex wake. An underwater robot encounter-
ing the wake created by another body experiences disturbance forces and moments. These disturbances can be
associated with the disturbance velocity field and the bodies creating them. Essentially the vortex wakes encode
information about the objects and the flow conditions. Underwater robots that often function with constrained
sensing capabilities can benefit from extracting this information from vortex wakes. We consider the problem
of the estimation of the spatial location of an up stream obstacle or oscillating body in a flow past a pitching hy-
drofoil and a the reconstruction of the near body flow. It is assumed that pressure on the surface of the hydrofoil
can be measured at fixed locations on the body along with the pitch angular velocity of the hydrofoil. Using
time series pressure measurements on the surface of the hydrofoil and the angular velocity of the hydrofoil, a
Koopman operator can be constructed that propagates the snapshots of data forward in time. The modes from a
spectral decomposition of this operator then extracts important features from the measurements and can be the
inputs for machine learning to estimate features of the flows and obstacles.

Results and Discussion

Fluid Simulation
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Figure 1: A Koopman operator is constructed
using pressure measurements from the surface
of the trailing body. The modes of this oeprator
are used to train a deep network to estimate the
obstacle distance.

Model reduction and reconstruction of reduced order models in such
complex dynamical systems where only limited data on observables is
available can be possible via the framework of the Koopman operator,
a topic that has attracted much attention in recent years [1, 2]. We pro-
posed a framework (see fig. 1) for sensing flows using measurements
from a body immersed in the fluid in [3]. In numerical simulations
of flow past an upstream body, pressure is measured on the surface
of a downstream pitching hydrofoil along with its pitch angular ve-
locity. Denoting the observables as g(t) = [P1(t), ..., PN (t),Ω(t)]T

where Pi(t) denotes the pressure on the foil at location i at time t and
Ω(t) denotes the foil angular velocity similarly at time t, the Koop-
man operator K is a linear operator K : L2 7→ L2 and propagates the
observables forward in time KT g(t) = g(t + T ). The eigenvalues
and eigenvectors (or the singular values and singular vectors) of this
operator extract features of the measurements. These feature vectors
are then used as an input to deep networks to estimate the obstacle
distance [3]. The results however go beyond the estimation of the dis-
tance to the obstacle as in [3], but instead show that reconstruction of
the flow in subdomain containing the trailing body is possible from
the Koopman modes obtained from observables from the hydrofoil.
These results are a significant addition to the literature on Koopman
modes and flow reconstruction since measurements are obtained from the body alone and not the fluid domain
and thus have relevance to autonomous robots.
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Abstract. In this paper, we present a general way of computing reduced normal form of nonlinear dynamic systems. The 

proposed method relies on a so-called quadratic recast in order to transform the dynamical equations into a quadratic DAE 

and then compute a reduced normal form of the DAE. We present an elegant (and easy to implement) method to write and 

solve the homological equation, that relies on linear algebra in the vector space of (finite degree) multivariate polynomials.  

An example is considered to illustrate the results of the method. This constitutes a general way of computing normal form that 

is aimed to be implemented into the MANLAB package. 

Introduction 

We consider computation of reduced order models of nonlinear dynamic system using the normal form theory 

[1, 2, 3]. Usually, the normal form method is presented by considering a system with only polynomial 

nonlinearity (or a Taylor expansion of the nonlinearity). To increase the generality of the normal form, we 

propose to consider that the initial dynamic system is under the form of a DAE with quadratic nonlinearity 

only. This is the same hypothesis, as is the MANLAB package, which allows for the application of the 

Asymptotic Numeric Method on a wide variety of systems [4]. Although this seem restrictive, it can be shown 

that most nonlinear systems can be written under this form, provided that one includes enough auxiliary 

variables in the so called quadratic recast [4]. 

Results and discussion 

We consider the quadratic DAE: 𝐴�̇� = 𝐿𝑦 + 𝑄(𝑦, 𝑦) , where 𝑦 is the vector of unknows containing 𝑁 

generalized positions, 𝑁 generalized velocities and 𝑀 auxiliary variables (Lagrange multipliers from 

mechanical constraints or auxiliary variables arising from the quadratic recast). 𝐴 is the mass matrix (of size 

2𝑁 + 𝑀, possibly singular), 𝐿 is a linear operator (matrix of size 2𝑁 + 𝑀 ) and 𝑄 a quadratic operator. For 

the normal form computation, we are searching for: (i): a change of coordinates 𝑦 = 𝑊(𝑧) where 𝑧 ∈ 𝐶𝑛 is a 

set of (complex) normal variables with 𝑛 elements (𝑛 even, and usually 𝑛 ≪ 2𝑁), and (ii) a (reduced) dynamic 

function 𝑓(𝑧) ∈ 𝐶𝑛 for the normal variables, such that: �̇� =
𝑓(𝑧). Substituting the expression for the normal dynamics 

and the change of variable into the original DAE leads to 

the following homological equation:  𝐴(∇z𝑊)𝑓 =
𝐿𝑊(𝑧) + 𝑄(𝑊(𝑧), 𝑊(𝑧)). Both the change of coordinates 

and the reduced dynamics are considered to be 

(multivariate) polynomials of given degree 𝑑 so that they 

can be written as: 𝑊(𝑧) = ∑𝑊𝑖𝑧𝛼𝑖  , 𝑊𝑖 ∈ 𝐶2𝑁+𝑀 and 

𝑓(𝑧) = ∑𝑓𝑖𝑧𝛼𝑖 , 𝑓𝑖 ∈ 𝐶𝑛. The computation of the normal 

form then reduces in finding the vectors of coefficients 𝑊𝑖 

and 𝑓𝑖 for each monomial 𝑧𝛼𝑖 up to degree 𝑑. This is 

realized by balancing the coefficients of each monomial 

𝑧𝛼𝑖 in the homological equation. At first order, the 

equations are associated to the linear monomials and can 

be solved using the  linear eigen-modes of the system. At 

higher orders, one has to solve an equation of the form: 
(𝐴𝜎𝑖(𝑓) − 𝐿)𝑊𝑖 + 𝐴 ∑ 𝑌𝑘𝑓𝑖,𝑟

𝑛
𝑘=1 = 𝑅𝑖(𝑊). The idea is to have a reduced dynamic under its simplest form, so 

most of the coefficients of  𝑓 should be zero. However, when (𝐴𝜎𝑖(𝑓) − 𝐿) is singular one needs to include 

terms associated to resonant modes in the reduced dynamics. The strategy is sequential: the system is solved 

for each monomial of a given degree, and then the operation is repeated iteratively for the monomials of the 

next degree until the maximum degree 𝑑 has been reach. Finally, several examples will be considered (Fig.1). 
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Figure 1: Backbone curve for the pendulum obtained with 

the normal form of the quadratic DAE at several order. 
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Abstract. A series of time series analysis methods is deployed to determine when the plasma dynamics of the tokamak 

configuration varies, indicating the onset of drifts towards a form of collapse called disruption. The analysis of a representative 

set of plasma discharges shows that the information for disruptions prediction is available in the diagnostic signals 300 ms 

before the beginning of the collapse, a time interval which allows mitigation actions. 
 

Introduction 
 

In particular circumstances, nonlinear systems can collapse suddenly and abruptly. Anomalous detection is 

therefore an important task. Unfortunately, many phenomena occurring in complex systems out of equilibrium, 

such as disruptions in tokamak thermonuclear plasmas, cannot be modelled from first principles in real time 

compatible form and therefore data driven, machine learning techniques are often deployed. A typical issue, 

for training these tools, is the choice of the most adequate examples. Determining the intervals, in which the 

anomalous behaviours manifest themselves, is consequently a challenging but essential objective. 
 

Results and discussion 
A series of methods is deployed to determine when the plasma dynamics of the tokamak configuration varies, 

indicating the onset of drifts towards a form of collapse called disruption. The techniques rely on changes in 

various quantities derived from the time series of the main signals: from the embedding dimensions [1] to 

recurrence plots measures for assessing the similarity of the evolution of different time series [2-3] and to 

indicators of transition to a chaotic regime [3]. The methods, being mathematically completely independent, 

provide quite robust indications about the intervals, in which the various signals manifest a pre-disruptive 

behaviour.  

The analysis of several discharges in different experiments reveals that the first signs of an approaching 

disruption are present in the plasma current and locked mode amplitude signals about 300 ms before the 

beginning of the collapse. Earlier warning or alarms, launched by predictors using the signals considered in 

the present work, should therefore be considered false alarms. However, 300 ms are a comfortable time interval 

to undertake mitigation actions. The techniques presented should therefore allow building a significantly more 

reliable training sets for the predictors already providing quite satisfactory performance. 

Unfortunately, most of the analysis techniques deployed are quite demanding in terms of computational 

resources. The only fast one is the 0-1 chaos test. On usual computers, the routine, provided by the 

DynamicalSystems.jl software package  [5], written in Julia language, runs in about 1.2 ms, already compatible 

with real time applications (on JET the cycle time of the real time network is 2 ms). All the other methods 

require from about 500 ms to 1 second to run. The potential of acceleration measures and implementation 

using GPUs will be a matter of future investigations.  

With regard to the plasma dynamics, very interesting new information has emerged. The signal processing 

techniques has revealed that the plasma evolution leading to disruptions typically consists of two phases. First 

the dynamics becomes more chaotic or at least less coherent, for a couple of hundreds of ms. Then, in the 

interval closer to the beginning of the collapse, the signal become again more coherent and less chaotic. This 

behaviour should be further investigated also because it shows analogies with other anomalous events namely 

the onset of epilepsy. 
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Abstract. The safe basins (SB) of escape of a weakly damped particle from a symmetrically truncated quadratic potential 
well under harmonic excitation are investigated. It is assumed that the excitation frequency is in the vicinity of the resonant 
frequency of the potential well. An analytic approach to determine the size and the location of the non-escaping set in the plane 
of the initial conditions (IC) depending on several model parameters is introduced.  

Introduction 
 

Escape form a potential well is a classic problem arising in numerous fields of engineering [1] and natural 
sciences [2]. Escape can be caused by different types of excitation starting with the appropriate initial 
conditions via harmonic excitation [2] to stochastic noise [1] and impact loading. Safe basins of escape describe 
the set of initial conditions for which the particle does not escape from the well under a certain parameter 
combination [3]. The determination and understanding of the parameters’ impact on the SB is of great 
engineering importance contributing to the design of robust systems and applications. Karmi et al. succeeded 
to derive a conservation law for forced escape with the use of action angle variables and averaging for a 
quadratic-quartic potential truncated at different energy levels [4], the fully analytic treatment of the SB, 
however, is rarely possible due to the complexity of the problem. In the following, one of the exceptional cases 
is presented, escape of a weakly damped particle from a truncated quadratic potential well under harmonic 
excitation. 

 
 

Figure 1: a) The scheme of the problem; b) the truncated quadratic potential; c) comparison of the safe basins of escape obtained 
numerically (yellow regions) and analytically (red and green lines referring to different escape scenarios) for some parameter setting. 

Results and discussion 

The solution of the equation of motion of the system shown in Fig. 1a-1b. can be obtained analytically as long 
as the particle is inside the well. In the analytic approach escape is identified once the particle reaches the 
potential boundary. It is possible to determine the envelope of the beat-like oscillating solution which leads to 
inequalities in polar coordinates describing the set of non-escaping coordinates in the IC plane. Two escape 
mechanism are identified, slow and fast escape determining together the SB (c.f. Fig. 1c). The essential 
properties of the SB can be described by using only two parameters. The analytic approach also explains why 
and how the erosion of the SB becomes more sudden if the damping coefficient is increased. 
Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) – Project number: 
508244284. 
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Abstract. In this paper we  compare results obtained in the nonlinear Recurrence Quantification Analysis (RQA) of time 

series of different dynamic systems (i.e. i) financial time series [1-2], ii) heart rate (HR) time series [3-5] and iii) acoustic 

emissions [6]) 

The RQA is fully unconstrained by stationarity limitations, does not require lengthy data streams, and is focused on quantifying 

the correlation structure of the investigated dynamics. These factors make this analysis method well-suited for locating 

transitions in signals.  

Introduction 
A crisis or a critical transition of systems is oftentimes preceded by a substantial increase in both internal 

correlation and variance. This appears across a wide range of environments spanning from physiology to ecology 

and finance [7].  

Results and discussion 

In this work, we show that, in three very different contexts of application, RQA approach drives potentially 

valuable results. i) Orlando and Zimatore (2018)[1], confirm that RQA may be used for detecting structural 

changes of a given time series as well as for its characterization and that recurrence plots (RPs) may furnish insights 

when comparing real-world economic data with simulations used to model financial crises and Black Swans [2]; 

ii) in physiology, RQA is commonly used to characterize the complexity of HR time series, when, during physical 

activity, the nonlinear analysis of HR time series is monitored [3] and is a valid alternative to assess metabolic 

thresholds [4-5]. The implication is that an automated determination method can be implemented to evaluate 

fitness levels as well as for planning and monitoring training; iii) Acoustic emissions (AE) recorded from crustal 

rocks by piezoelectric sensors [6] are also a field of application of RQA. Since these emissions occur a few days 

before major seismic events, the percent of determinism derived from RQA on AE decreases. This suggests the 

applicability of RQA as an earthquake precursor detection method. However, it is necessary to observe that the 

coupling of the cardio-respiratory system, where the autonomic nervous system (ASN) modulation can be 

considered a sort of active feedback mechanism, is more similar to the control of economic fluctuation when 

exogenous shocks occurred; on the contrary, the self-organization of many interacting components as tectonic 

plates and faults that contribute to the geocomplexity it is mainly an internal mechanism of the system [8]. In all 

three systems the accuracy of the location of the transition depends on the sampling time of the time series and on 

the width of the epoch chosen for the analysis. 

  
                         a)                                                                         b)                                                         c)  

Figure 1: Percent of determinism by epoch-by-epoch RQA calculated from a) financial time series and crisis (dots)[1]; b) heart rate 

time series during incremental physical exercise [6]; c) acoustic emission time series acquired in Orchi (blue line) and Savoia (green 

line) stations and seismic events (squares and dots) [7]). 
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Abstract. Undriven dissipative systems are investigated to find the best way to charaterize the chaotic decay towards
a simple resting state. Traditional tools developed in regard to transient chaos are based on the presence of an infinity
of unstable orbits, however, these are not present in undriven dissipative systems. We show that, instead of the recently
proposed instantaneous, snapshot view of these systems, they must be observed at equal energy levels to find when the
boundary between basins of attraction change from fractal to smooth.

Introduction

In undriven dissipative systems all motion decays since dissipation continually decreases the available mechan-
ical energy. Chaotic motion can only show up transiently. Traditional transient chaos is, however, caused by
the presence of an infinity of unstable orbits. In the lack of these, chaos in undriven dissipative systems is of
another type: it is termed doubly transient chaos as the strength of transient chaos is diminishing in time, and
ceases asymptotically [1]. To characterize the behavior of such systems, the snapshot view has been suggested
[2, 3], but it does not lead to a clear characterization of e.g. the fractality of the boundary between the basins of
attraction. We suggest that a view based on equal energy levels might be a better choice.

Results and discussion

A clear view of the dynamics of purely dissipative systems is provided by identifying KAM tori or chaotic
regions of the dissipation-free case, and following their time evolution in the dissipative dynamics. The tori
often smoothly deform first, but later they become disintegrated and dissolve in a kind of shrinking chaos.
We show that using an equal energy level view instead of the usual snapshot view preserves the tori structure.
Various dynamical measures can be utilized for the characterization of this process and they illustrate that the
strength of chaos is first diminishing, and after a while disappears, the motion enters the phase of ultimate
stopping. Meanwhile, with the decrease of the energy, the boundary between basins of attraction become
gradually simpler, from fractal to smooth. However, to find a clear fractal property, basins of attraction must be
observed at equal energy levels.

Figure 1: Basin boundary for the magnetic pendulum at equal energy levels.
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[2] Gy. Károlyi, T. Tél (2021): New features of doubly transient chaos: complexity of decay. Journal of Physics: Complexity 2:

035001.
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New results about compatibility conditions and solutions for a model of inerted gas in a
vented fuel tank ullage
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Abstract. The fire safety concerns are of paramount relevance in fuel tank designs. One of the most extended solutions
to decrease the fuel tank flammability is the inerting system, that has been extensively used in aircraft fuel tanks. The
intention is to provide new results about the compatibility conditions in vented fuel tanks, to ensure that the forced
convection does not detrimentally impact the formation of an inerted ullage. In addition, we provide some new solutions
that complement the existing literature together with a validation based on data from a real flight test.

Introduction

A Boeing 747-131 owned by Trans World Airlines crashed on July, 1996 over the Atlantic Ocean. One of
the design solutions proposed, to avoid similar accidents, consisted on the removal of the oxygen and the
replacement by nitrogen in the fuel tank ullage [1]. This solution, known as Inerting System, is currently well
implemented in civil and military aircrafts. In [2], a model is constructed with a mass balance. In [3], the
authors analyze a PDE to describe the concentration of fuel vapors. In [4], the three main physical ideas related
with the gases interaction were introduced: diffusion, reaction and forced convection. At the moment of such
a model proposal, it was not clear what conditions are required so that the forced convection, in vented fuel
tanks, does not lead to impact the effective diffusive mechanisms of the inerted gas to reach all the tank zones.

Results and discussions

The proposed model for the interaction between oxygen (Θ) and nitrogen (N ) is ([4]):

Nt = ∆N + a · ∇N −Θn(N − r); Θt = ∆Θ+ a · ∇Θ−NmΘ; N0(x),Θ0(x) ∈ L1
loc(R

3) ∩ L∞(R3),

where r ≥ maxx∈R3{N0(x)}, a is the vented convection vector and n,m ∈ (0, 1) two calibrated constants.
Given the solution (N,Θ) ∈ C2+γ, 1+γ/2(R3× (0, T )), γ > 0 with Θt ≤ 0 and Nt ≥ 0, two new compatibility
conditions, involving the initial distributions, are shown to ensure that the reaction and diffusive terms predom-
inate over the vented convection:

∫
RN Nm

0 ≥ |a|Θ0, Θn
0 ≥ 2a · ∇N0. Based on the data obtained from [4],

the new compatibility conditions are indeed met. The air is formed of 80% of nitrogen (N0 = 0.8) and 20% of
oxygen (Θ0 = 0.2). Then ∇N0 = 0, such that: Θn

0 ≥ 2a · ∇N0 = 0. Note that Θn
0 = 0.20.586 = 0.389 (refer

to [4] for the value of n). The second compatibility condition is achieved as 0.389 > 0. Considering the first
compatibility condition:

∫
tank N

m
0 dV = 0.800.025 Vtank = 0.800.025 · 1.5 · 6 · 6.5 = 58.17. The volume of the

tank is the typical for a Boeing 747 (see again [4] for further details). We have |a|Θ0 = 0.0125 · 0.2 = 0.0025
(for the value of |a| refer to [4]). Then:

∫
tank N

m
0 dV > |a|Θ0. We should notice that the compatibility condi-

tions are met. In addition, the following new flat solutions have been obtained: N(t) = ∥N(x, 0)∥p + θt and
Θ(t) = ∥Θ(x, 0)∥p − 1

θ(m+1)(∥N(x, 0)∥r + θt)m+1, where θ is the minimum level of oxygen concentration
(usually θ ∼ 0.05, see [2]) and p > 0, typically p = 1 for a finite mass distribution. The solutions are obtained

for a discrete time set of amplitude: T = (∥Θ(x,0)∥r−θ1/n)
1

m+1 (θ(m+1))
1

m+1−∥N(x,0)∥r
θ .

Figure 1: The black line represents the oxygen concentration evolution in steps of amplitude T .
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Abstract. Modeling the interaction of gases in complex geometries is typically a hard work due to the difficulty in
predicting what kind of interaction is relevant given by diffusion, advection or reactive/absorptive mechanisms. This is
particularly important in mixtures of gases, where the interaction can lead to an explosive condition. For instance in the
fuel tanks. Our intention is to introduce a model for the interaction between oxygen and nitrogen, develop new regularity
conditions and obtain flat solutions together with spatially distributed ones.

Introduction

The interaction between gases can be described based on diffusion, advection and reaction/absorption. In
the presented work, we are concerned with the possibility of having an explosive mixture of gases leading to
hazardous consequences (see the Boeing 747-131 that crashed over the Atlantic Ocean in 1996). The aerospace
authorities claimed for a solution making an inerted atmosphere introducing nitrogen in the fuel tank (see [1]
and the models [2] and [3]). The model in [3] was solved by the travelling waves, but no results were provided
about the regularity of solutions or other kinds of solution: flat solutions and spatially distributed.

Figure 1: A320 Centre Wing Box. The purple sphere has a radium of 6.249m. The volume |x| ≤ 6.249m was obtained as a result (see
the next section) and covers the center tank. The oxygen concentration is at a safe level Θ = 0.0258 at any location within the volume.

Results and discussions

The model to describe the interaction between the nitrogen (N ) and the oxygen (Θ), is ([3]): Nt = ρ∆N +
a · ∇N + Θn; Θt = σ∆Θ + a · ∇Θ − Nm ; Θ0(x), N0(x) ∈ L∞(R3) ∩ L1

loc(R
3), ρ and σ are the gases

diffusivities, a refers to the vector of vented convection and n,m ∈ (0, 1) are two constants to be calibrated with
a real scenario. Given the parabolicity of the involved operator, and considering positive initial distributions in
the domain, it holds that (N,Θ) ∈ C2+ε, 1+ε/2((0, T ) × R3), ε > 0, together with Θt ≤ 0 and Nt ≥ 0. The
study of regular and flat solutions follows from a change of variable and the comparison with previously known
results. Indeed making: N(x, t) = N(η(x, t), t),Θ(x, t) = V (η(x, t), t), η = x+ at, the system is converted
into a problem whose dynamics acts in the advection vector and has the form: Nt = ∆ηN + Θn,Θt =
∆ηΘ−Nm ≤ ∆ηΘ+Nm. This last problem has been shown to be regular in [4] leading to conclude that the
solutions to our problem are sufficiently regular and do not exhibit blow up in (0, T ). Based on this, it is possible
to obtain two flat bounding solutions given by the reaction/absorption terms: N̂(t) = At

1+n
1−mn , A1−mn =

(1−mn)1+n

(n+1)(m+1)n , Θ̂(t) = Bt
1+m
1−mn , B = Am(1−mn)

1+m . In the search of spatially distributed solutions we make use
of selfsimmilar profiles of solutions. This approach is valid in the case of slow advection (this is the case as
a = 0.0125m/min, see [3]) so that the selfsimilar scaled symmetry is not much impacted. The solution for
the oxygen is:

Θ(x, t) = Θ0(x)−AΘ

∫
R3 (|x− r|)

1+m
1−mn

−2BΘ(t)e
− |r|2

4t dr, (1)

where AN = 1
2Γ(2αN+1) , AΘ = 1

2Γ(2αΘ−1) , Γ is the Gamma function. BN (t) = t−αN , BΘ(t) = t1−αΘ with

αN = 1
2
2−(n−1)m

1−mn , αΘ = 1
2

1+m
1−mn . For particular values in n,m refer to [3]. According to the data in [1]

for a single filter working, at t = 60min, the level of oxygen concentration is Θ = 0.0258. According to

the solution in the expression (1), it holds that: 0.0258 ≥ 0.2 − AΘ|x|
1+m
1−mn

−2BΘ(t = 60min)e−
|r|2
4·60VT . A

solution for this last expression is |x| ≤ 6.249m (see the Figure 1).
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Abstract. The blow-up method proved its effectiveness to characterize the integrability of the resonant saddles giving
the necessary conditions to have formal integrability and the sufficiency doing the resolution of the associated recurrence
differential equation using induction. In this work we apply the blow-up method to monodromic singularities in order
to solve the center-focus problem. The case of nondegenerate monodromic singularities is straightforward since any real
nondegenerate monodromy singularity can be embedded into a complex system with a resonant saddle. Here we apply
the method to nilpotent and degenerate monodromic singularities solving the center problem when the center conditions
are algebraic.

Introduction

A monodromic nondegenerate singular point placed at the origin of a differential system on R2 takes the form

u̇ = v + P (u, v), v̇ = −u+Q(u, v), (1)

where P (u, v) andQ(u, v) are real analytic functions without constant and linear terms. Such singular point is a
center, if and only if, the system has a first integral of the form Φ(u, v) = u2+v2+

∑
k+l≥3 φklu

kvl, analytically
defined around it. Therefore the center-focus problem reduces to prove the existence of such analytic first
integral. We can complexify system (1) defining the complex variable x = u+ iv and system (1) is transformed
to the equation ẋ = ix + R(x, x̄). Considering its complex conjugate equation and defining y := x̄ as a new
variable and R̄ as a new function we obtain the complex system ẋ = x + G(x, y), ẏ = −y + H(x, y) after
the time scaling idt = dT . The above power series becomes now Ψ(x, y) = xy +

∑
i+j>2 ψijx

iyj , satisfying
Ψ̇ =

∑
i=1 v2i+1(xy)2i+2, where v2i+1 are polynomials in the parameters of the system. We note that if all the

polynomials v2i+1 vanish then the power series Ψ(x, y) becomes a first integral of the system. The singular
point at the origin is now a 1 : −1 resonant saddle singular point and the values v2i+1 are the saddle constants,
see [2, 3]. The 1 : −1 resonant saddle singular point is generalized into the p : −q resonant saddle singular
point which placed at the origin the differential system is the form ẋ = p x+F1(x, y), ẏ = −q y+F2(x, y),
where F1 and F2 are analytic functions without constant and linear terms with p, q ∈ Z and p, q > 0, see [1, 3]
and references therein. In this case a p : −q resonant saddle singular point is called a resonant center, if an only
if, there exists a meromorphic first integral Ψ = xqyp +

∑
i+j>p+q ψijx

iyj around it.

Results and discussion

The blow-up method to detect formal integrability works performing the blow-up (x, y) → (x, z) = (x, y/x),
So that the origin is replaced by the line x = 0, which contains two singular points that correspond to the
separatrices, and study if one of these two resonant saddle points is orbitally analytically linearizable. Finally
to prove the sufficiency of the original system we can apply the following result.

Theorem 1 Assume that we have proved that system in variables (x, z) has a formal first integral H̃(x, z) then
if the function H̃ = H̃(x, y/x) is well-defined at the origin of system in the variables (x, y) them is analytic
integrable around it.

Summarizing we study the connected singular points at infinity and if they are formally integrable and the
first integral can be extended up to the origin then the origin is also formally integrable. Here we apply the
method to nilpotent and degenerate monodromic singularities in order to solve the center-focus problem. For
degenerate monodromic singularities there is no method to approach the center-focus problem. The method
shows that the formal integrability of the points at infinity is intimately linked with the center problem at the
origin even though the center at the origin be non formally integrable. The method determine center conditions
for monodromic singularities which are algebraically solvable. We solve several non trivial examples.
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Abstract. The nonlinearities introduced by the coupling of solar radiation pressure and oblateness perturbations are
known to yield radical changes in the long-term dynamics of solar sails. After a reduction process in which short-period
terms are removed by perturbation theory, we arrive to a time-dependent two degrees of freedom Hamiltonian depending
on one physical and one dynamical parameter. While the reduced model is non-integrable in general, coplanar orbits
constitute an integrable invariant manifold. We discuss the qualitative features of the coplanar dynamics, and find three
regions of the parameters space characterized by the existence of different regimes of the reduced flow.

Introduction
The dynamics of natural and artificial bodies in the solar system is dominated by the Keplerian attraction of
either the sun or a different natural solar system body. However, nonlinear perturbations introduced by different
effects, like the non-centralities of the gravitational potential of the main attracting body or solar radiation pres-
sure (SRP), may accumulate with time thus introducing notable changes with respect to the Keplerian dynamics.
For objects with high area-to-mass ratio, SRP is an important effect that is fundamental in the description, for
instance, of the dust dynamics in planetary rings. But it can be used too as an endless propellant for artificial
satellites powered by solar sails. The effects of SRP alone are well known and had been thoroughly discussed
[1]. However, the description of the coupled effect of the central body oblateness and SRP perturbations, while
repeatedly reported in the literature [2, 3], to our knowledge is still incomplete.

Results and discussion
We make an additional effort in describing the nonlinear dynamics under coupled SRP and oblateness perturba-
tions. More precisely, we focus on the coplanar manifold, in which the orbits of the sun and the massless body
lie on the equatorial plane of the central body. Results are summarized in Fig. 1, where plot (b) shows three
regions in the parameters plane separated by two curves that are computed analytically. The reduced flow is
represented by eccentricity vector diagrams (plots (a) and (c) of Fig. 1), which are constructed as contour plots
of the long-term Hamiltonian. In the region above the red line we only find a single fixed point corresponding
to an elliptic orbit with the periapsis frozen at 180◦, on average, where two different kinds of flow are possible
(plot (a)). Namely, elliptic orbits with oscillating periapsis exist between the fixed point and the dashed con-
tour through the origin, otherwise the periapsis of the orbits rotates traveling 360◦. A saddle-node bifurcation
happens when crossing the red curve in the parameters plane, and below it we find three fixed points. Two ad-
ditional regions of orbits with oscillating and rotating periapsis are now possible, which are determined by the
contour corresponding to the energy of the fixed point of the hyperbolic type. However, in the region between
the red bifurcation line and the dashed curve in plot (b), the contour of the hyperbolic fixed point embraces the
one of the circular orbits, making only three different kinds of flow possible.
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Figure 1: Qualitative dynamics of the coplanar orbits in the parameters SRP-oblateness space. θ is the periapsis-sun direction angle

In addition, we obtained the infinitesimal contact transformation that removes the short-period terms from the
original Hamiltonian, in this way providing the needed mathematical support to the usual averaging assump-
tions used in the computation of the long-term dynamics.
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Abstract. An analytic technique for the optimization of tooth distances in variable pitch broaching is presented, by
solving the vaguely equivalent variable pitch milling problem using zeroth order approximation of the anyway periodic
coefficients of arising parametric excitation. To achieve the highest possible material removal rate on the prescribed cutting
speed range of the workpiece material, the phase of the regenerative delayed terms is tuned to cancel the undesirable self-
excited (chatter) vibrations of the broaching tool, based on the vibration (chatter) frequencies obtained from the analysis
of Hopf-bifurcations type stability loss of the cutting operation.

Introduction

As a multiple stage subtractive manufacturing process, broaching is subject to the same regenerative effects as
other conventional machining techniques such as milling or turning, and thus prone to the self-excited vibra-
tions, also known as chatter [1]. Avoiding these harmful vibrations is crucial for fulfilling the generally high
surface quality and integrity requirements of such high precision operations. However, scientific research on
the dynamic stability analysis of broaching is remarkably scarce. Most studies concerning broaching focus on
process monitoring or cutting edge geometry optimization, employing empirical and finite element techniques
[2]. This study is motivated by two main goals. First, conducting a stability analysis of broaching operations
through the formulation of a simplified mechanical model, which is presented on Figure 1.(a), and second,
optimizing the tooth distribution of broaching tools, to achieve the highest possible material removal rates on a
given cutting speed, while guaranteeing chatter free operation.

(a) (b) (c)

Figure 1: Panel (a): one degree of freedom mechanical model of variable pitch broaching. Panel (b): periodic forcing in variable
pitch broaching with a two-teeth repeating pattern. Panel (c): stability map of broaching with uniform pitch and with phase optimized
two-teeth repeating pattern.

Results and discussion

Even though broaching is generally regarded as a time limited operation, through transient simulations, it has
been shown, that optimizing the tool geometry based on stability analysis of periodic orbits of infinitely long
broaching operations can produce favourable and reliable results. After formulating a zeroth order approxima-
tion the periodic cutting force terms illustrated on Figure 1.(b), the optimization of tooth distances in infinitely
long variable pitch broaching becomes equivalent with the optimization of pitch angles in variable pitch milling.
Consequently, the optimization process followed the same steps that were employed in [3], by tuning the phase
delay of regenerative terms to completely cancel out self excited vibrations on a given chatter frequency, which
can be calculated either analytically for uniform, or numerically for variable pitch cases. The result of this
optimization technique for two teeth repeating patterns is demonstrated on the stability map shown on Figure
1.(c). Here several cutting speed ranges can be found where the acquired variable pitch broaching tool provides
higher resistance to chatter, an enables machining with higher material removal rates.
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Abstract. For technically feasible tether lengths, the dynamics of fast rotating tethered satellites at the collinear points
is reduced to an integrable problem depending on two parameters, one related with the tether’s length and the other with
the size of the orbit. The reduced dynamics maps orbits of the tether’s center of mass onto points on the sphere, and shows
how the tether length plays the role of a control parameter that can be used to mimic the relevant features of libration point
orbits using orbits of a much smaller size than those spawned by the natural dynamics.

Introduction

The perturbed dynamics of dumbbell satellites in fast rotation with light tether of small dimensions, is formally
analogous to the oblateness perturbation of a central attractor [1], whose modifications on the mass point
dynamics are well known. Because of that, dumbbell satellites applications to mitigate orbital instabilities due
to either the irregular nature of the Selenopotential or third-body perturbations have been proposed in which
the length of the tether can be used as a control mechanism that, for instance, mitigates the strong instabilities
affecting libration point (LP) orbits [2, 3]. The computation of LP orbits can be approached analytically when
the nonlinearities remain at the level of a perturbation of the saddle × center × center dynamics stemming
from the collinear points. Then, the integrals of the linearized dynamics can be extended to the whole problem
by perturbation methods. Application of this technique to the Hill problem showed that the slow dynamics
emerging from a LP can be reduced to an integrable problem whose phase space is the sphere [4]. Fixed points
of the reduced flow on the sphere match periodic orbits of the Lyapunov, halo, and bridge-family types —the
latter pertaining to the family that links planar and vertical Lyapunov orbits with a two-lane bridge of periodic
orbits. Good approximations to these characteristic orbits can be obtained from high orders of the analytical
perturbation solution without having to resort to the usual numerical continuation procedures.

Results and discussion

We apply the same analytical techniques to the dumbbell satellite model, and obtain a very simple one-degree-
of-freedom Hamiltonian depending on two parameter. Depicting the intersection of different levels of this
energy-type surface with the sphere is computationally inexpensive and provides an immediate insight on the
dumbbell satellite LP orbits dynamics. The global description of the dumbbell satellite’s slow dynamics about
the LP is then obtained in the form of an atlas: Each sheet of the atlas corresponds to a point in the parameters
plane, for which the phase space is given by the trajectories on the sphere (see Fig. 1 for reference). In this
way we easily check how the dumbbell satellite in fast rotation modifies the classical LP orbits. In particular,
it is shown how halo orbits can be twisted and narrowed about the vertical direction by increasing the tether’s
length, to the extent of making the halo to collapse into a vertical Lyapunov orbit, which in this way recovers
stability, or how halo orbits can be additionally generated in regions in which the natural dynamics alone would
prevent them to exist. Therefore, the use of a dumbbell satellite may provide interesting alternatives for mission
orbit design.

Halo orbits exist
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Figure 1: Sketch of the parameters plane (a), and sample flow in the light region where halo orbits exist (b).
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Abstract. Systems governed by a multivariate Langevin equation featuring an exact potential exhibit straightforward dy-
namics but are often difficult to recognize because, after a general coordinate change, the gradient flow becomes obscured
by the Jacobian matrix of the mapping. In this work, a detailed analysis of the transformation properties of Langevin
equations under general nonlinear mappings is presented. We show how to identify systems with exact potentials by
understanding their differential-geometric properties. To demonstrate the power of our method, we use it to derive exact
potentials for broadly studied models of nonlinear deterministic and stochastic oscillations. In selected examples, we visu-
alize the potentials to illustrate how our method enables new analytical descriptions of the classic phenomena of beating,
synchronization and symmetry breaking. Our results imply a broad class of exactly solvable stochastic models which can
be self-consistently defined from given deterministic gradient systems.

Introduction

In stochastic dynamical systems featuring exact potentials driven by white noise, the evolution of a n-dimensional

set of variables x = (x1, . . . , xn)
T : R → R

n over time t ∈ R is governed by following the Langevin equation:

ẋ = −∇V(x, t) + Ξ. (1)

In Eq. (1), (̇) is the time derivative, ∇ is the gradient operator, V : Rn
→ R is the potential, Fi = −∇iV(x, t)

is the ith component of the restoring force F and the vector Ξ = (ξ1, . . . , ξn)
T : R → R

n contains uncorrelated

white noise sources ξi, i = 1, . . . , n of equal intensity Γ. The individual entries ξi of Ξ are assumed to be

delta-correlated: 〈ξiξi,τ 〉 = Γδ(τ), where 〈·〉 is the expected value operator, (·),τ denotes a positive time shift

by τ and δ is the Dirac delta function. In particular, we are concerned with identifying the presence of an

underlying exact potential in general noise-driven systems taking the form

ẋ = F(x, t) + B(x)Ξ, (2)

where F is a vector- and B a n-by-n tensor field. With the knowledge of F , one can easily deduce if an

exact potential V exists for x by checking the following necessary and sufficient conditions: ∇iFj = ∇jFi

for all i and j 6= i. However, if these conditions are not fulfilled, this does not preclude the existence of an

exact potential governing the original variables that were transformed into x via a certain nonlinear mapping.

We therefore argue that, instead of applying the above conditions, Eq. (2) should be compared to a Langevin

equation with potential after a coordinate change defined by an arbitrary nonlinear mapping x = f(y), see Fig.

1. Below, we give a brief summary of our main results.

Results

Assuming purely additive noise in the equations governing the underlying potential system which transforms

objectively under local rotations and reflections, the resulting transformed Langevin equation with potential

reads, after redefining y → x,

ẋ = −g−1(x)∇Ṽ(x, t) + h−1(x)Ξ, (3)

where the Jacobian of f , J(x) = ∇f(x), was assumed to be nonsingular (invertible) with polar decomposition

J = Qh, Q = Q−T is orthogonal, g = hTh is the positive definite metric tensor, (·)T is the transpose, h is a

positive definite matrix and Ṽ(x, t) = V

(
f(x), t

)
is the transformed potential.

In this work, we derive necessary and sufficient conditions for the existence of an exact potential in a noise-

driven system given by Eq. (2). Our results imply a self-consistent way of modeling noise in given deterministic

gradient flows ẋ = −∇V(x, t), and the resulting models are exactly solvable if the potential is stationary.

x = f(y)

D f−1(D)a) b)

A

Φ

t

Figure 1: a) Transformation of a domain D under a general nonlinear mapping f . b) Time-dependent potential of a forced Van der Pol
oscillator for different parameter values. A is the amplitude, ϕ is the phase, Φ = ϕ−∆t is the reduced phase and ∆ is the detuning.
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Abstract. An ion in a Paul trap obeys the Mathieu equation. An added DC dipolar field in a quadrupole ion trap adds
a constant and a small quadratic term to the governing equation. We examine the resulting dynamics with light damping
using second-order averaging. For the unperturbed equation, i.e., the linear inhomogeneous Mathieu equation, we use
Fourier series instead of Mathieu functions. We do not focus on specific resonances and consider general nonresonant
conditions. Slow flows, obtained after manipulating rather long Fourier series expansions, offer a very good match with
the full equation. Phase portraits of the slow flow show that a basic periodic solution, found separately using harmonic
balance, is generally stable. Practical trap operation involves parameter values where the perturbation approximation
stuggles a bit, but still works. Satisfactory insights into trap operation are obtained.

Introduction

Traditional ion trap mass spectrometers have two endcaps and a ring electrode. When the endcaps are grounded
and AC excitation is given to the ring electrode, axial motions obey the Mathieu equation. An added dipolar
DC excitation across the endcaps is used for collision induced dissociation, or breaking large ions into smaller
fragments. An early treatment of such excitation was given by Plass [1] using Mathieu functions and a constant
added term. Here we use a simpler basic solution and include a small quadratic term that is actually present
under DC excitation. In particular, we study

ζ ′′ + ε2ηζ ′ − 2q cos(2ξ)ζ = µ
(
1 + εζ2

)
, (1)

where the prime (′) denotes differentiation with respect to nondimensional time ξ; and where ζ, η, q and µ are
nondimensional and represent ion displacement, damping, AC quadrupole and DC dipolar excitations, respec-
tively. Earlier, Abraham and Chatterjee [2] used harmonic balance in averaging to study a weakly nonlinear
homogeneous Mathieu equation near resonances. Here we allow an inhomogeneous term and general q.

Figure 1: Comparison of phase portraits obtained from Eq. (1): slow flow (left) and full numerics (right).

Results and discussion

We first consider a general solution ζ = Aφ1(ξ) +Bφ2(ξ) +χ(ξ) of a linear Mathieu equation with a constant
right hand side. We approximate φ1, φ2 and χ using several terms in harmonic balance approximations. We
also numerically approximate q as a simple function of β, which is left as a free parameter. Second order
averaging yields slow flow equations for the amplitudes Ā(ξ) and B̄(ξ), which agree well with full solutions
of Eq. (1) (Fig. 1). The coefficients in the slow flow show stability of the origin in the averaged phase portrait,
indicating stability of χ for general β. This stability result for the general nonresonant case, the nature and size
of χ, as well as some simple further approximations for χ itself, can be useful for practical operations of the
trap under dipolar excitation.
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Abstract. An analytical method is proposed to predict all the possible frequency responses of vibration isolators with 

nonlinear stiffness under different damping. The amplitude-frequency response relation is derived from a harmonic balance 

method as an algebraic equation. The whole damping region is divided into large damping, medium damping and small 

damping sub-regions according to the root conditions of the equation. The damping thresholds are obtained, and the frequency 

response in each sub-region is predicted. Nonlinear phenomena of full-band isolation, bounded response and unbounded 

response are revealed, and the sufficient and necessary condition for each case is presented. Simulations are performed on 

nonlinear isolators with cubic stiffness, fifth-order stiffness, and arctangent stiffness, respectively. The damping thresholds 

and typical frequency responses at each damping sub-region are demonstrated, and the results are verified by the numerical 

integration based on Runge-Kutta method. 

 

Introduction 
 

For a nonlinear stiffness isolator, the vibration equation can be transformed into an algebraic equation based 

on the harmonic balance method. In most existing researches, responding amplitudes are solved from the 

algebraic equation for a given excitation frequency, and the analysis is based on the root condition. The 

multivalued amplitudes correspond to the jump phenomenon [1]. However, the method is unsuitable for 

isolators with high-order stiffness due to the difficulty in solving high-order equations, and the analysis is 

usually restricted to a limited damping region for simplification. The algebraic equation is a quartic equation 

of the frequency regardless of the stiffness order. It shows promise in proposing a general analysis method for 

nonlinear stiffness isolators based on the frequency root condition. All the possible frequency responses are 

expected to be predicted covering the whole damping region. In addition, the multivalued frequencies endow 

the frequency responses with different features, and new nonlinear phenomena can be exhibited. 

 

Results and discussion 
 

An analytical method is proposed for the isolator with a symmetric nonlinear restoring force. The whole 

damping region is divided into large damping, medium damping and small damping sub-regions 

corresponding to single-root, intersecting multi-root and non-intersecting multi-root conditions of the 

frequency, respectively. The multivalued amplitudes are analysed through the derivatives of the frequency 

solutions, and the damping thresholds for jump phenomena are obtained. The frequency response in each 

damping sub-region can be predicted. A single-valued frequency is possible to exhibit a full-band isolation 

indicating the transmissibility smaller than 1 at all frequencies. Multivalued frequencies at all amplitudes 

lead to an unbounded response indicating an infinite amplitude. The solvability condition results in a 

bounded response indicating a limited amplitude regardless of the damping. The sufficient and necessary 

condition for each phenomenon is presented. The flow chart of the proposed method is shown in Figure 1. 

Simulations are performed on isolators with cubic stiffness, fifth-order stiffness, and arctangent stiffness, 

respectively. The damping thresholds of the cubic stiffness isolator are shown in Figure 2, and typical 

frequency responses in each damping sub-region are demonstrated in Figure 3. A further study incorporated 

with analytical and numerical methods is performed to reveal the characteristics of the unbounded response. 

 
Figure 1: Flow chart of the analysis procedure 

 
Figure 2: Damping thresholds of cubic stiffness isolator 

 
Figure 3: Frequency responses of cubic stiffness isolator 
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Abstract. Softening/hardening dynamics of a nonlinear foundation beam is asymptotically studied by focusing on its linear 

stiffening effect. A softening-hardening transition phenomenon is predicted when varying linear stiffness, and in particular, in 

the vicinity of transition, it is found that standard third-order perturbation analysis fails and a refined high-order (quintic) one 

is theoretically required to capture essential nonlinear behaviours. Further, a softening-hardening transition inclination concept 

is defined which turns out to play a key role for the close-to transition nonlinear dynamics. 
 

Introduction 
 

A nonlinear foundation beam is of great interests in both theoretical and application aspects [1], with two 

competing mechanisms involved, which leads to a typical softening-hardening transition phenomena [2]. We 

focus on linear stiffening effect on softening/hardening dynamics of nonlinear foundation beam governed by 

 ( ) ( )(4) 2 2 3

2 3 cos2f F x tw w k w w w w    + + + + + =  (1) 

where w is displacement, and kf, α2, α3 are linear, quadratic, and cubic stiffness, respectively, with μ being 

damping and F(x)cos(t) being external excitation. ε is a small parameter. 

Results and discussion 
 

Considering =ωn+ε2σ and employing a standard 3rd-order perturbation, one can derive a modulation equation 

with an effective nonlinear coefficient e(kf, 2, 3) [1, 2]. e dominates the softening/hardening dynamics. 

Variation of e with respect to the linear stiffness kf  is presented in Fig.1 (a). At a critical linear stiffness, 

e→0,  the standard perturbation fails and a high-order one is required as illustrated in Fig.1(b). However, for 

small transition inclination, standard third-order perturbation analysis at transition turns more reliable as 

presented in Fig.1 (c) and (d). 

 
(a) effective nonlinear coefficient αe vs. linear stiffness kf    

 
(b) 5th- vs. 3rd-order perturbation at transition 

(large transition inclination) 

 
      (c) αe vs. kf   with different transition inclinations                                     

 
 (d) 5th- vs. 3rd-order perturbation at transition  

    (small transition inclination) 
 

Figure 1 Linear stiffening effect on softening/hardening dynamics of nonlinear foundation beam 
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under large, but forceless, bending and torsion
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Abstract. The present work proposes a full classification of solutions for beam subjected to bending and torsion
at both ends. The formulation is geometrically exact for large three-dimensional transformations, without hypothesis
on thickness, slenderness or material. The study is based on analytical and explicit solutions on Kirchhoff rod. This
leads on both quantitative and qualitatives observation that could be exploited for a large domain of applications. These
observations concern both the static transformation and super-imposed dynamical perturbations.

Introduction

In this study, we are interested in analytical expressions concerning large transformations of a straight beam.

No force acts along the beam or as boundary condition. Moment is imposed only at the boundaries. The hy-

potheses are the following: the beam is elastic, homogenous and has linear constitutive relation. It is shown that

under these hypotheses, Timoshenko, Euler-Bernoulli and Kirchhoff beam models lead to the same equilibrium

equations. Static solutions are first presented and dynamic behavior super-imposed on these configurations are

investigated.

General problem under these hypotheses is presented in a dimensionless form. Geometry and material of the

beam are described thanks to three non-dimensional parameters: a slenderness-ratio and two effective rigidi-

ties. Bending and torsional moments are encoded by two non-dimensional parameters: the first one is related

to the whole energy stored by the structure, the second one is related to the type of moments (according to a

predominant torsion or bending). A particular attention is given to the domain of variation of each dimension-

less parameter, in order to take into account non-symetric cross-section, thin cross-section and large type of

solicitations.

For the static problem, it is shown that two invariants – that depend on the two parameters related to moments

and energy density – govern the problem. These invariants are similar to the invariants encountered for finite

rotation of a rigid body with the only difference regarding the variables (space in place of time) and the ap-

plications between these two different approaches. Accordingly, four regimes arise that depend on the two

effective rigidities. Solutions where found in an analytical way, in terms of Jacobian elliptic functions. A

detailed discussion is made regarding the role of the control parameters.

Figure 1: The four regimes of deformation of the beam

Discussion

It is shown that according to the regimes, the beam could roll up in a finite domain whatever its length. The size

of such finite domain could be defined in an analytical way. According to relation between the non-dimensional

parameters, this process, leads to periodic or only pseudo-periodic patterns.

In a second time, dynamical equations governing the presence of super-imposed infinitesimal perturbations is

given thanks the methodology used in [2]. It is the occasion to present the partially coupling of this problem

and the various characteristics of the mass and rigidity matrices, involved for such problem. These matrices

are space dependent and allow the determination of a stability criteria which is highly dependent on the four

regimes encountered in the static configuration. Numerical simulations will follow this presentation.
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Sufficient conditions to exclude positive Lyapunov Exponents in the Thomas’ system
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Abstract. Sufficient conditions to rule out the presence of attractors with positive Lyapunov exponents in the Thomas’
system are formulated via the 2-additive compound of the Jacobian. It will be shown how the problem can be solved both
analytically and by using Linear Matrix Inequalities.

Introduction

Ruling out the possibility of chaotic or oscillatory behaviors in dynamical systems has been widely studied
and many techniques have been proposed (see, e.g., [1]). A Jacobian-based technique was introduced by
Muldowney in the seminal paper [2], in which the author formulates conditions on the matrix norm of the
2-additive compound of the Jacobian to exclude the existence of nonconstant periodic solutions. Subsequently,
the results in [2] has been extended in [3] to rule out periodic and almost periodic solutions. In the same spirit,
in [4] it is shown how conditions on the 2-additive compound of the Jacobian can be also exploited to rule out
attractors with positive Lyapunov exponents from a known invariant set E and how the problem can be traced
back to a LMI problem of the form

D(P (x)) =

(
∂f (2)

∂x
(x)

)T

P (x) + P (x)

(
∂f (2)

∂x
(x)

)
+ Ṗ (x) ≤ 0 ∀x ∈ E , (1)

where P (x) is a properly designed matrix. In this work, we analyze the stability properties of solutions of the
Thomas’ system applying the results presented in [4].

Figure 1: Determinant of D(P (x)) within the invariant set R.

Results and discussion

One of the most investigated system in chemical reaction, ecology and evolution is the Thomas’ system [5].
It is known that the Thomas’ system has a convex and compact invariant set R = {x ∈ R3 : b|x|∞ ≤ 1},
where x = (x1, x2, x3)

T is the state vector and b is a positive parameter. Inside the invariant set, the system
displays a rich dynamical behavior due to the various bifurcations that occur as b varies in (0, 1]. The aim is to
find the minimum value bm of b such that problem (1) can be solved by using the technique in [4]. The value
of bm = 0.443 can be obtained both analytically or numerically by solving a LMI problem tuned on only four
points of R, which implies that no attractors with positive Lyapunov exponents exist for b ≥ 0.443. This is
confirmed by Figure 1 which reports the function

max
x3:(x1,x2,x3)∈R

det(D(P (x)))

inside the projection of the box R with respect to the x3 axis for b = bm, thus showing that the determinant is
negative.
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Abstract. Thermomechanical interactions aboard spacecraft interesting field of research and study. Since Bruno Boley's 1954 

publication, numerous authors have contributed, if not with a multidisciplinary perspective. The Alouette 1 anomaly in 1962 

signalled the start of a long succession of unexpected events due to mechanical and thermal interaction. This study uses a 

simple model to illustrate the basic mechanism behind thermal shock-induced elastic vibrations. This occurs when a 

spacecraft's flexible appendage is previously shadowed by its main body after an attitude manoeuvre [Ulysses, 1990] or during 

the transitions shadow-Sun and vice-versa. A thin structure was used to compare thermal and mechanical characteristic times 

and realise the strong coupling. The accurate thermal analysis offers a time-dependent thermal bending moment that acts as a 

boundary condition in the subsequent modal analysis of the structural element, triggering elastic transverse vibrations. 

Introduction 
 

Since the 1960s, thermally induced vibration has turned out to be a breakdown in spacecraft with flexible 

appendages. Space beams, such as spacecraft booms, solar arrays etc., could go through thermally induced 

vibration owing to abrupt temperature changes on night-day and day-night alterations in orbit, as shown in 

Figure 1. The flexible appendages of spacecraft, such as antennae and solar arrays, are exposed to a sudden 

solar heat flux during the orbital eclipse transition. Boley [1] predicted the thermally induced vibration of thin 

beams for the first time. Boley indicated that this problem involves transient heat conduction and structural 

dynamics. To avoid this type of failure, extensive research was conducted to design the spacecraft components 

properly. Authors [2-4] researched thermally induced solar panel dynamics, including an analysis of satellite 

attitude dynamics caused by thermally induced structural motions, an assessment of material degradation 

effects, and a laboratory investigation of a satellite solar panel's thermal-structural performance. Analytical 

and experimental results show thermal bending deformations with acceleration transients that have 

characteristic thermal snap disturbance histories in response to rapid changes in heating. According to the 

research, thermal snap disturbances in solar panels are caused by temperature differences that vary at a non-

constant rate throughout the panel's thickness.  

 

Figure 1: Satellite thermal environment in orbit. 

Results and Discussion 

This research work aims to analytically analyse more about the thermally induced vibration caused by 

solar heating. To investigate thermally induced vibrations, a novel method is proposed. The proposed analytical 

method allows the designer to analyse a thermally induced problem effectively with retaining the nonlinearity 

in the model. The research presents a new design guideline for analysing the thermal jitter of a thin spacecraft 

structure, which is a common occurrence in space engineering. A simplified modelisation provides a step-by-

step procedure for studying and analysing the phenomenon of thermal jitter. 
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Resonant phase lags of an oscillator with polynomial stiffness
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Liège, Belgium

Abstract. Nonlinear systems can exhibit complex behaviours, such as secondary resonances, which are sometimes
overlooked in the industry. This work aims at giving a first analytical insight on the behaviour of those secondary res-
onances and especially their resonant phase lags, nonnecessarily equal to π/2, using a first-order averaging technique.
These phase lags can be later used for experimental nonlinear modal analysis techniques such as phase-locked loop.

Introduction

First- and higher-order avaraging technique is commonly used to describe analytically the behaviour of weakly
nonlinear systems [1, 2]. However, the analysis is generaly made for Duffing and Helmholtz oscillators, re-
spectively. The present work extends the existing studies to an oscillator with arbitrary polynomial stiffness:

ẍ(t) + 2ζω0ẋ(t) + ω2
0x(t) +

∞∑
d=2

αdx
d(t) = γ sinωt (1)

Results and discussion

First, for the primary resonance, assuming small damping ζ, nonlinear coefficients αd and forcing γ, and writing
the solution as x(t) = A sin (ωt− φ). The governing equations show that nonlinearities with even powers do
not participate to the motion, and that the phase lag φa at amplitude resonance is, at first-order: tanφa = ωa

ζω0
,

where ωa is the amplitude resonance frequency. φa is close to π
2 since the damping is small. φp = π

2 is thus
defined as the phase lag at phase resonance.
Second, secondary resonances can be studied by assuming small damping and nonlinear coefficients, but strong
forcing. The solution can then be expressed as x(t) = Γ sinωt + Ak sin (kωt− φk) for k : 1 superharmonic
resonances and x(t) = Γ sinωt+Aν sin (ων t− φν) for 1 : ν subharmonic resonances. The governing equations
show that nonlinearities with odd (even) powers only generate odd (even) secondary resonances, i.e., when k
and ν are odd (even), and for which amplitude resonance occurs close to φp = π

2 ( φp = 0), defined as the
phase lag at phase resonance for odd (even) secondary resonances.
Higher-order averaging can be used to show that nonlinearities with odd (even) powers do generate even (odd)
secondary resonances. For example, even secondary resonances can be found for a Duffing oscillator and the
associated phase lag at phase resonance is 3π

4ν [3].
These results are illustrated on a 3 : 1 superharmonic (Fig. 1a) and a 1 : 3 subharmonic (Fig. 1b) where
amplitude and phase resonances are shown for an oscillator whose nonlinear term is α7x

7(t). Both amplitude
and phase resonances occur almost simultaneously for each type of secondary resonance.

(a) (b)
Figure 1: Evolution of the amplitudes A3 and A1 around the 3:1 and 1:3 superharmonic and subharmonic resonances (black), phase
(red) and amplitudes (blue) resonances
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Abstract. The perpetual point’s definition applied in the dynamic analysis of mechanical systems leads that they can be 

associated with manifolds defining rigid body motions. Herein, through 4 examples the dynamics prescribed by a formalism 

developed around the perpetual manifolds is shown. The characteristics of the dynamic analysis, in terms of mechanics are 

examined. As a summary, for the first time the following are prescribed explicitly: particle-wave motion, zero internal forces, 

no energy loss, perpetual machines of third kind. Therefore, the developed formalism can be claimed that forms the basis of 

The Perpetual Mechanics Theory. Possible future research directions are discussed too. 
 

Introduction 
 

Perpetual points (PPs) in mathematics have been defined in [1] and their application in examining the dynamics 

of linear unforced mechanical systems (MS) leads that they are comprising manifolds defining rigid body 

motions [2]. Further, using the PPs definition the perpetual mechanical systems (PMSs) are defined as the 

unforced MS that admits perpetual manifolds of rigid body motions (RBMs). In [3] a theorem defines the 

correlation of the “external forces” (herein is used) applied to a PMS resulting RBMs and leads that the PMS 

can have free or embedded configuration. In Fig. (1a) these two configurations of PMS (4 in total) with the 

force’s functions, are shown. The free PMSs (with index i=f) arise by setting zero the cx and the kx. One free 

PMS is nonlinear with k=1 N/m3 (index j=NL), and the other with zero k is having only linear internal forces 

(j=L). The two embedded PMSs (i=e) arise by setting cx=0.016 N·s/m and kx=1 N/m, for nonzero k (j=NL), and 

zero k (j=L). Using equal Initial Conditions (ICs) in numerical integrations lead to the displacements that Fig. 

1b is depicting, whereas the PMSs on each configuration has the same RBM.  

 
Figure 1: (a) The 4 configurations (different i,j) of the mechanical systems, with their associated forces. (b) The displacements of the 

4 mechanical systems with the same to all masses ICs (1.3328999 m, 0.0560637 m/s).  
 

Results and discussion 
 

As a summary so far, with a specific mathematical method the displacements associated with RBM have 

been prescribed and shown. The examination Fig. 1 in terms of mechanics leads to certain conclusions: a) in 

Fig. (1b) the RBM of the embedded PMS (xe,L, xe,NL) is particle-standing wave motion, that has been designed 

using this formalism [4] (steady state with numerically defined IC.s), and of the free PMS (xf,L, xf,NL) is a 

particle-longitudinal wave motion [3]; b) the systems with linear internal forces and those with nonlinear 

internal forces have the same motion; c) in the yellow highlighted area of Fig. (1a), all the individual forces 

in RBM are zero [5], d) there is no internal degradation/energy storage, e) there is no internal energy loss [5], 

f) the PMS when earn energy behave as a perpetual machines of 3rd  kind [5]. The a-f conclusions, explicitly 

prescribed through theorems and corollaries partially forming the formalism leading to new design [4], so 

arguably can be claimed that all the relevant articles e.g., [2-5] form the basis of ‘The Perpetual Mechanics 

Theory’. Future research directions can be considered in Mathematics e.g., for other types of systems, in 

Physics e.g., about the 2nd Law of thermodynamics, and in Engineering e.g., for new designs. 
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Fourier Analysis of a Duffing Equation With Delay
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Abstract. We investigate the Duffing-like equation with delay ẍ + cx(t − T ) + x3 = 0, where T > 0 delay and c is
a parameter. In [1], the authors used the method of harmonic balance to discover that this equation displays a remarkable
singularity: when T becomes positive, there is a bifurcation in which infinitely many limit cycles with large amplitudes
and high frequencies are born. In this work, we extend the techniques used in [1], revealing more complicated dynamics
in the delayed Duffing equation. Using a higher order harmonic balance approach allows us to detect the existence of
previously unnoticed limit cycles, as well to predict what we have termed a period splitting bifurcation.

Introduction

The equation

d2x

dt2
+ cx(t− T ) + x3 = 0 (1)

has a number of remarkable properties. Here, c is a parameter, and T ≥ 0 is a delay. In [4], the authors proved
that the origin is linearly unstable for all T > 0. Later, in [1], the authors predicted that for all T > 0, there
exist an infinite number of stable limit cycles with very high frequency and large amplitudes. The amplitudes of
the limit cycles were determined by using the method of harmonic balance, using the ansatz x(t) = A cos(ωt).
In subsequent work, including [2] and [3], the authors were able to rigorously prove that the equation supports
infinitely many periodic solutions. In particular, in [2, 3], Sah, Fiedler, et. al. were able to find a class of exact
solutions by “lifting” certain solutions of the non-delayed Duffing equation to the delay case. We refer the
reader to [2] for a more thorough history of progress in understanding this equation.

Results and Discussion

In this work, we investigate equation solutions of (1) using a higher order harmonic balance method, in which
we approximate x(t) with a truncated Fourier series of higher order. This extends the results found in [1], al-
lowing us to detect previously unnoticed limit cycles. Our main result is that we are able to predict a qualitative
change in the geometry of the limit cycles as T increases, in what we have chosen to term a period splitting
bifurcation. This bifurcation is characterized by the periodic motion transitioning from oscillating at a single
dominant frequency to suddenly oscillating with two component frequencies. See Figure 1 for an illustration.
We wish to emphasize how a single computational technique detects such a variety of behaviors of solutions.

Figure 1: Fast Fourier Transform just before bifurcation (left) and just after (right). Orange dashed is curve predicted by harmonic
balance, blue solid is result of numerical integration.
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Improving rotor stability through direct piezoelectric effect
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Abstract. The aeroelastic instability known as whirl-flutter becomes very relevant to development of the next generation
of propeller-driven aircraft, influencing specially the design of wings, nacelle and rotor. Although this instability is
classically treated as linear, all aeronautical structures may present a certain level of nonlinearity that can be predicted
in the project or can arise during operational life, affecting the aircraft’s performance and reliability directly. Thus, the
development of techniques to increase stability margins in the presence of some type of nonlinearity becomes important in
the current aeronautical scenario. So, the present research sought the application of piezoelectris passively, together with
a structural cubic hardening nonlinearity in the mounting of a rotor system. Possible results includes extension of useful
speed range and limited amplitude oscillations after the instability speed, with direct influence of piezoelectric effects in
amplitude reduction.

Introduction

The optimal relationship between performance and safety in aircraft is fundamental when aeroelastic solutions
are sought. Although nonlinearities are neglected in several problems, the system’s behavior may be highly
affected when they arise in aeronautical structures leading to dangerous situation. Corrective solutions to
mitigate undesirable nonlinear effects and understanding how they affect system’s behavior becomes important
[1]. In addition, apparently overcome problems arise in the present due to modern air mobility. The whirl-flutter,
which is characterized as a divergent elliptic precession movement that occurs in the rotor due to non-stationary
forces and moments [2], can be harmful and influence the design of the new generation of propeller aircraft,
and therefore, needs special attention.
Although, techniques to control this instability are explored, the piezoelectric investigation to this propose and
energy harvesting remains underinvestigated, specially when structural nonlinearities are considered.

Figure 1: (a) At the left, rotor-nacelle system representation submitted to whirl-flutter. (b) At the right, yaw response for different load
resistances.

Results and Discussion

In order to observe nonlinear-piezo-aeroelastic model’s behavior submitted to whirl-flutter, a two degree-of-
freedom rotor-nacelle model, considering a quasi-stationary aerodynamics [3], shown in Fig. 1a, was modified
including both piezoelectric approach described by [4] and the structural hardening nonlinearity. Preliminary
results have shown that the nonlinearity in the yaw degree of freedom provides a limit cycle oscillation (LCO) in
the post-flutter regime. The presence of an unimorph configuration piezoelectric in yaw postponed the critical
speed, meaning that the Hopf bifurcation occurred at different speeds with a subcritical behavior depending on
the load resistance, as depict Fig. 1b. In the final paper, both configurations, unimorph and bimorph will be
considered in pitch and yaw degrees of freedom.
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Abstract. In this paper, the authors aim to numerically simulate the experimentally observed dynamic and static behaviour 

of a bi-directionally curved, buckled, plate-based bistable system inspired from the Venus flytrap.  This system consists of a 

thin rectangular plate with a slot along its centre line thus creating two sub-plates. Displacement constraints placed on the free, 

cantilevered edges of the sub-plates cause the bending and twisting of the plate thus giving rise to bi-directional curvature and 

the buckling bistability. It has been seen experimentally that this system shows a unique hysteretic behaviour during the snap 

through phenomena. The Poisson-Kirchhoff classical thin plate theory has been used to explain this unique hysteric behaviour. 

Initially, the parameters governing the snap-through have been identified and studied. A static analysis has been performed to 

formulate the stiffness of the system followed by a dynamic analysis by assuming a sinusoidal force input. 

Introduction 

The usefulness of bistable systems in broadband energy harvesting has already been proved [1]. Several 

methods have been used to create bistable systems [1]. Recently, Qian et al [2] developed a plate-based bistable 

system inspired from the leaf blades of the Venus flytrap. Although several plate-based bistable systems have 

already been rigorously studied [3], this is a novel bistable system which requires no external bistability 

inducing mechanisms, moreover the unique bending and twisting observed due to the end displacement 

constraints have not been studied numerically as per the knowledge of the authors.  

Building on to the existing self-contained bistable system in [3], the authors have proposed a modified version 

of this system as shown in Fig.1(d) to improve repeatability and reduce variability. The sheet metal plate is 

given a lateral in-plane displacement as indicated in Fig.1(a) while clamping, this induces bi-directional curves 

(Fig.1(b) and Fig.1(c)) in the plate, thus causing the bistability. The stiffness curve of the system has been 

determined experimentally by giving small incremental displacements at point P (Fig.1(d)) in the transverse 

direction and measuring the opposing force exerted by the system at each displacement as shown in Fig.1(e). 

Using the Poisson-Kirchhoff’s classical thin plate theory, the unique stiffness curve of the bistable system 

obtained experimentally has been explained. Using the developed numerical model, the response of the system 

for an external sinusoidal forcing function has been determined. 

Results and Discussion 
Apart from the snap-through mechanism observed in conventional bistable systems, it has been observed that 

under quasistatic conditions the path followed by the system from stable state A to B is not the same as that 

taken by the system from stable state B to A. The authors have attempted to explain this hysteretic 

behaviour, numerically.Fig.1(f) shows stiffness curve of the bistable system. 

 
Figure 1: (a) Sheet metal plate (b) Top view of the bistable system. (c) Side view of the bistable system. (d) Front view of the 

bistable system. (e) Experimental Apparatus. (f) Force VS Displacement curve 
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Multiple Periodic Symmetric Limit Cycles of Two Coupled Sommerfeld Rotors

 Walter V. Wedig*             
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Abstract. The paper extends the Sommerfeld rotor to two unbalanced, rigidly coupled, elastically supported rotors which   

rotate in a synchronous operation with the same rotation speed, when both driving moments are equal. For equal moments 

with opposite signs, there is an asynchronous operation with the same limit cycle in the phase plane of displacement and 

velocity of the horizontal rotor vibrations. New forms of symmetric limit cycles are calculated when the applied driving 

moments are unequal. For high-speed rotations, driving moments are applied near the ratios 1:1, 1:3 and 1:4 in order to derive 

symmetric forms of single, triple or quadruple periodic limit cycles, respectively. For the special case that the rotations of both 

rotors are rigidly coupled, a new speed moment characteristic is calculated by means of time-free Fourier solutions.  
 

Introduction to Sommerfeld rotors 
 

The Sommerfeld rotor [1] is extended to two unbalanced viscos-elastically supported rotors shown in Figure 

1. The application of same driving moments 𝑚1 and 𝑚2 to both rotors leads to vibrations of rotor displacement 

ξ and velocity ζ described by the one-periodic limit cycle shown in Figure 2. The rotation speeds of both rotors 

are investigated by means of the mean values 𝐸(𝜈), 𝐸(𝜂) and the fluctuating parts ∆𝜈, ∆𝜂, respectively. 
   

            
           Figure 1: Airplane wing model with two rotors                                            Figure 2: Limit cycle of displacement and speed  

 

New results are derived when both rotations are operated, independently. Figure 3 shows the triple periodic, 

double symmetric limit cycle when the ratio of the driving moments is near 1:3.  In Figure 4, a quadruple limit 

cycle is calculated where sharp cycle lines are extended to limit flows because 𝐸(𝜈)/𝐸(𝜂) differs from 1 4.⁄    
 

                            
             Fig. 3: Triple periodic symmetric limit cycle                                                      Fig 4: Quadruple periodic limit cycle flow  

 

Limit cycles of time-free rotor equations   
 

The paper introduces orthogonal equations of motion [2] into rotor dynamics where time is substituted by 

angle [3]. This avoids almost periodic solutions. Stability can be investigated by means of the Floquet theory. 

Approximated solutions are calculated by means of Fourier expansions. In case that both rotations are coupled, 

the paper derives a new speed moment characteristic which corrects the classical version by means of the 

moment of inertia of the unbalanced mass related to the mass moment of inertia of the entire rotor.      
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Generating machine learning-based state maps from real-world friction-induced
vibration data
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Abstract. Understanding the rich bifurcation behavior of friction-excited mechanical structures such as brake systems
remains a challenge in engineering today. Currently, a complete bifurcation map that represents the system state over a
large bifurcation parameter range cannot be obtained from physics-based models or experimental data alone. This work
presents a machine-learning based method for obtaining bifurcation maps of the entire parameter space in a purely data-
driven fashion. A machine learning model is built to predict the system’s dynamical state from experimental data, picking
up hidden bifurcation mechanisms. This model is then exploited to assess the system state for a wide range of synthetic,
physics-conform data, yielding a complete map of the bifurcation parameter space. Results suggest that the method can
detect hidden dimensions and parameters driving the bifurcation which were inaccessible previously.

Introduction

Friction-induced vibrations represent a major challenge in mechanical engineering structures, such as brake
systems, clutches, drill-strings, and others. Under specific loading conditions, the dynamical systems undergo
bifurcations that will feed frictional energy into the structure, thereby exciting unwanted and potential vibra-
tions. Today, the complete bifurcation parameter map cannot be obtained from either physics-based models
or directly from experimental data [1, 2]. While the former is limited due to modeling assumptions and pa-
rameter uncertainties, the amount of available measurement data is inherently sparse. Recently, it has been
shown that machine learning-based approaches can yield digital twins for friction-induced dynamical systems
[3]. These data-based models are a powerful tool for the prediction of system stability. This work proposes
a purely data-driven approach to generating bifurcation maps from real-world measurement data of a friction
brake system.

Results and Discussion

A machine learning model is trained to predict the brake system state using external load data obtained from
a brake system undergoing commercial vibration testing. After training and validation, the digital twin of the
brake system has picked up the complex parametric relations and hidden mechanisms which drive the systems
dynamics. As the load parameter space is sampled only sparsely by experiments, the digital twin can be used
to predict behavior in the remaining space, thereby drawing complete bifurcation maps, see Figure 1. To do so,
a physics-conform data augmentation is installed to generate synthetic measurement data for all requested load
parameter combinations. Thereby, a full bifurcation map is generated even though the original measurement
space was only sparsely sampled. Validation of those maps is achieved using the experimental data at hand.

Figure 1: Generation of a data-based bifurcation map from measurement data of real-world data of a brake system.
Results indicate that this method yields consistent results. The complex bifurcation pattern of a real-world
brake system is revealed, i.e. hidden mechanisms and driving (bifurcation) parameters that were previously
impossible to grasp. Machine learning bifurcation maps can therefore be a powerful tool for the understanding
of complex dynamical systems.
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A spring-mass mechanical system with moving edges having rich dynamical behaviour
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(IIITB), 26/C Hosur Road, Electronics City, Bengaluru 560100, India.

Abstract. We report some of our theoretical results on the behaviour of a mass suspended between two springs and
oscillating in a plane with movable suspension points. Our investigations of the system consider the case of springs which
are Hookean, as well as when they show nonlinear behaviour, with spring softening and hardening. The effect of external
forcing has also been considered, as also the effect of damping in the system. An intensive study of the system has been
conducted yielding diverse dynamical regimes, spanning from regular oscillations to chaotic behaviour. The change in
stability of the system has been investigated, and the bifurcation mechanisms involved, studied. This study has important
applications in various physical systems, ranging from biological systems to mechanical structures in everyday life.

Introduction

The system under study consists of two springs affixed symmetrically to a mass in between them, with the other
end of each spring kept fixed to edges that also have a degree of freedom in the same plane. Such mechanical
systems are very useful to understand the physical and structural response of other complicated mechanical
structures as well as in nature, such as in living systems, including muscle behaviour. Earlier work on such sys-
tems include that by Whineray [1], and Arnold and Case [2], who investigates the case of a mass fixed between
two springs (a rubber band), but with fixed points of suspension and which are Hookean in nature, the system
reduces to a Duffing oscillator under the approximations made therein [2]. Our system is more complicated,
and we consider the case of linear and nonlinear springs separately, as also the case where the points of suspen-
sion are free to move along an axis in the plane, which has not been treated before in the literature. The form
of the nonlinear spring constants is partially motivated by previous work that showed the interaction between
carbon nanotubes quantified by the interaction energy obtained through quantum mechanical calculations could
be mimicked classically by nonlinear springs [3]. Both forced and free vibrations of the constrained springs
are considered, with and without damping, and the equations of motions are solved numerically. The stability
of the system is studied intensively, and oscillatory and chaotic regimes are identified. Bifurcation diagrams,
Poincare sections, and the largest Lyapunov exponents are calculated.
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Figure 1: (a) The system, (b) Bifurcation diagram of position x∗ plotted against stretched length d, also showing the corresponding
largest Lyapunov exponent.

Results and discussion

We observe a rich range of dynamics in this deceptively simple system. Regular, oscillatory behaviour is
observed, as also quasi-periodic and chaotic regimes. The system has a complex dynamical structure that
varies dramatically depending upon the system parameters. The system also behaves distinctly depending upon
whether the springs are compressed or elongated with reference to their relaxed lengths. An investigation of
the parameter space considering the displacement of the suspension points as parameters reveals a rich portrait
of interweaved chaotic and periodic regimes, which change drastically depending upon the value of the relaxed
length and the introduction of even very small damping. The stability diagrams of the system with Hookean
and non-Hookean springs show some unexpected structures and very distinct appearances. Further details are
reported elsewhere [4].
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Abstract. High control performance is achievable for active control if the interaction between the active control devices and 

structure is considered. For semi-active control, the dynamics of these dampers (e.g., magnetorheological dampers, MR 

dampers) should be included in the control design. This study aims to develop and experimentally verify a semi-active control 

algorithm that accounts for the MR damper-structure interaction in the designed controller. Moreover, this control algorithm 

can directly calculate the required input voltage (or current) to MR damper(s) at each time step and avoid the two-step approach 

that computes the required control force first and then converts the force into the input voltage. This study also conducts a 

series of numerical and hybrid simulations to verify the proposed method. As seen in the results, the proposed semi-active 

method in this study can reduce structural responses and produce more reactive input commands under seismic excitation. 
 

Introduction 
 

Semi-active control has been considered to be capable of achieving similar control performance to active 

control. However, most semi-active control strategies using magnetorheological (MR) dampers didn’t account 

for the control-structure interaction, which has been proved to be more effective in active control applications 

[1]. Therefore, this study proposes a new semi-active control method that considers the interaction between 

MR dampers and structures. In this study, the time-variant control-structure system is realized by the first-

order approximation of the state-space approach, while the MR damper is included in the state-space 

representation by a bilinear force-velocity relationship (i.e., bi-viscous model) per the input voltage [2]. Thus, 

the additional input to the structure-control system is the input voltage (or current) to the dampers. The instant 

optimal control command (i.e., input voltage) can be determined by the linear quadratic regulator (LQR) 

algorithm [3]; meanwhile, the state of the structure-control system can be estimated by the Kalman filter, as 

shown in Figure 1. An example of a single degree-of-freedom structure with an MR damper is provided. In 

addition, an experimental study is carried out to verify the proposed semi-active control method through hybrid 

simulation.  
 

 
 

Figure 1: Semi-active control implementation for the proposed control method. 
 

Results and discussion 
 

This study successfully developed and implemented a semi-active control method that considered the control-

structure interaction for MR dampers. In the numerical results, the proposed control method achieved similar 

performance to the clipped-optimal method; still, the input voltage history was more realistic and coherent 

with seismic excitation. As found in the experimental results, the proposed method was more adaptive than the 

clipped-optimal method against different levels of earthquakes. This adaptiveness needed less power to drive 

MR dampers and resulted in better performance for seismic protection of buildings. Moreover, higher energy 

dissipation was also found in the proposed method.  
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Multiharmonic forced response analysis of a torsional vibration isolator
using a nonlinear quasi-zero stiffness approach
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Hasse & Wrede GmbH, Technology & Innovation department, Georg-Knorr-Straße 4, 12681 Berlin, Germany

Abstract. The forced response of a nonlinear coupling element featuring an angular displacement range with quasi-zero
stiffness (QZS) is studied numerically by means of multiharmonic simulations. The paper focuses on the development
of an iterative simulation procedure for the prediction of torsional vibration isolation. It is based on the multiharmonic
balance method and an alternating frequency time domain approach in combination with a numerical continuation of the
sought solution branch using a predictor-corrector scheme. The simulation procedure is validated against time domain
solutions for a single degree of freedom oscillator. A parametric study regarding the excitation torque amplitude, the
amount of damping, the degree of isolation as well as the static offset from the nominal operating point is conducted.
Finally, the procedure is applied to the torsional vibration analysis of a generic internal combustion engine. The results
indicate a potential reduction of torsional drive train vibrations by up to 93 % using the QZS isolation principle.

Introduction

Various engineering applications comprise drivetrains which consist of rotating shafts transmitting the driving
torque from a powering unit. Torsional vibrations due to torque fluctuations may result in undesired noise
emission or lead to severe damage of the drivetrain’s components. Besides established countermeasures like
damped vibration absorbers, a passive isolation concept using a nonlinear coupling element with quasi-zero
stiffness (QZS) is proposed, see Fig. 1. By connecting a linear coupling element with a positive rotational stiff-
ness (klin = const. > 0) in parallel to a nonlinear coupling element (knl = knl(ϕ)) with a rotational negative
stiffness (RoNeSt), a QZS region is obtained at a static angular displacement ϕstat. By this means, the QZS
coupling maintains its main purpose, i.e. the transmission of a static torque Tstat, and, in addition, provides an
optimal vibration isolation due to a negligible dynamic coupling stiffness at its nominal operating point.
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Figure 1: Torsional quasi-zero stiffness isolator (left) and nonlinear forced response for various damping levels (right)

Numerical forced response analyses of QZS isolators indicate a significant reduction of vibrations over a wide
frequency range. They are, however, often limited to the fundamental vibration harmonic and neglect higher-
order terms. Therefore, this paper presents a simulation procedure based on the multiharmonic balance method
which employs an alternating frequency time domain approach in combination with a pseudo-arclength contin-
uation method using a predictor-corrector scheme, see [1, 2].

Results and discussion

A comparison of the simulation outcome with time domain results shows that the procedure is able to accurately
predict the isolator’s multiharmonic response including unstable regions of the solution branch. Furthermore,
it benefits from a reduced computational cost compared to the corresponding steady-state time domain simula-
tions. A parametric study reveals a strong nonlinear response behavior for increased displacement amplitudes.
Despite a variation of the excitation torque amplitude, the response reduction due to the torsional vibration
isolation is maintained, but the response mitigation strongly depends on the degree of isolation. The latter is
used to define a static stability limit. The consideration of a mismatch between the static operation point and the
isolator’s nominal conditions deteriorates its torsional vibration isolation capabilities. Finally, the exemplary
application of the simulation procedure for the torsional vibration analysis of an internal combustion engine
reveals a significant potential to reduce drivetrain vibrations by up to 93 % using torsional vibration isolation.
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Abstract. The following paper presents a systematic procedure to achieve the experimental characterization of wire rope 

isolators. Additionally, an innovative development of the Bouc-Wen model is proposed to improve the fitting between 

experimental and numerical data. The proposed model is then validated through independent sinusoidal and random vibration 

tests to demonstrate the capabilities of the model in describing the physical non-linear phenomena, such as hysteresis cycles. 
 

Introduction 
 

Wire rope isolators (WRI) are non-linear devices which are commonly used to isolate vibration both during 

transportation and operation of machineries [1]. Their hysteretic behaviour produces a relevant damping factor, 

which guarantees a good isolation performance without the need of further dampers. Nevertheless, the 

conventional linear spring-damper model is not able to describe the actual component behaviour, so that it 

cannot be used at design stage. Additionally, mechanical properties provided by the manufacturers are 

generally partial, ambiguous, not rigorous and limited to equivalent stiffness and damping coefficients. These 

parameters are generally good to predict the quasi-static behaviour of the spring, such as the deflection under 

the applied weight. Nevertheless, they are not suitable to predict the vibrating behaviour, to describe the 

hysteresis cycles and to predict the actual filtering capabilities. Thus, more complex models are needed [2]. In 

this paper, a systematic procedure to experimentally characterize the component behaviour is proposed. The 

so-called Bouc-Wen non-linear model [3] was considered as reference for this hysteresis problem, and further 

developed to improve the matching between numerical and experimental results. 
 

Results and discussion 
 

The proposed enhanced Bouc-Wen model is based on nine constant parameters, which must be determined by 

fitting experimental data of the studied WRI. To this extent, experimental testing was performed along the 

three main directions of the component, namely principal, longitudinal and transversal. The force-displacement 

curve of the component, under different loading conditions, was measured by using sensorized hydraulic 

pistons (i.e. tensile testing machine and customizable hydraulic test-bench). As an example, Figure 1 shows 

the main results after model fitting, with reference to the principal direction. The blue curves are referred to 

experimental data, while the green curves are referred to the numerical predicted data. Figure 1(a) shows the 

results obtained during the static test, which was used to fit the model parameters. The curves prove a really 

good match in the whole tested region and, thus, the potentiality of the proposed model in representing the 

physical phenomenon. Figure 1(b) and (c) show the results of independent validation tests, whose data were 

not used during the parameter optimization process. Figure 1(b) refers to purely sinusoidal loading at 10 Hz 

(under compression preload) while Figure 1(c) refers to random load (in the range 1-30 Hz). As can be seen, 

the curves are properly overlapped. This demonstrates that the developed model and the proposed fitting 

procedure can predict the non-linear behaviour of the studied WRI, properly describing the hysteresis cycles. 

 

 
Figure 1: Comparison between experimental and numerical data: (a) static optimization test, (b) sinusoidal test and (c) random test. 
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Abstract.  An approach combining the methods of multi-grid Point Mapping under Cell Reference (mPMUCR) and Stagger-
and-step is first developed in order to efficiently determine both attractors and unstable saddle-type invariant sets in high-

dimensional nonlinear dynamical systems. Then, the mechanism behind catastrophic bifurcations of the quasiperiodic partial 

rub oscillations in a piecewise smooth rotor-stator system are unveiled from the point view of global analysis.  
 

Introduction 
 

Rotary machinery is an important facility widely used in various fields, while Rotor-stator rubbing is a key 
issue affecting the mechanical efficiency and reliability of the rotor machinery. Many contact- and friction-

related dynamical phenomena in rotor-stator rubbing systems are summarized recently in [1] and [2]. 

Quasiperiodic partial rub oscillations are an important type of non-smooth responses in the rotor-stator rubbing 
systems. Although, the bifurcation into the quasiperiodic partial rub oscillations may be determined in some 

cases, for instance, through Hopf bifurcation of the synchronous full annular rub motions for the emergence 

of the quasiperiodic partial rub oscillation in [3]. The bifurcations around emergence and disappearance of the 
quasiperiodic partial rub oscillations in the range of small contact friction but high rotating speeds are not well 

understood until now, due to the difficulty in capturing unstable invariant tori. 

For global analysis of general nonlinear dynamical systems, numerical methods are the only workable tools. 

mPMUCR [4] is developed to take the advantages of methods in point scale and cell scale to efficiently capture 
attractors in point scale but unstable invariant sets as cell coverings in high-dimensional state space. In order 

to improve the resolution of the rough cell coverings of unstable invariant sets, Stagger-and-step method, which 

is devised to find chaotic saddles (chaotic transient) efficiently in dynamical systems [5], is also employed. 
The rough cell coverings of unstable invariant sets provide useful and targeted initial points for the Stagger-

and-step method so that a fine depiction of multiple torus saddles can be also efficiently and accurately 

determined, which is shown in Figure 1 (a) and (b).   

 
 

Figure 1: (a) Cell coverings of a torus saddle by mPMUCR in a three dimensional projection of Poincare section. (b) The torus saddle 
in point scale by Stagger-and-step method with the initial points from mPMUCR. (c) Sketch of the bifurcation process of aperiodic 

rubbing oscillations in a three dimensional projection of Poincare section. 
 

Blue-sky catastrophic bifurcations in the quasiperiodic partial rub oscillations 
Using the proposed computational methods, the bifurcations behind emergence and disappearance of the 

quasiperiodic partial rub oscillations in a piecewise smooth rotor-stator rubbing system are uncovered. It is 
found that the quasiperiodic partial rub oscillations emerges through an inverse doubling of torus from a 

chaotic attractor, which is produced from a chaotic saddle after chaotic crisis. The quasiperiodic partial rub 

oscillation disappears through a collision between the stable and the unstable tori in Figure 1(c).  
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Abstract. The Rayleigh differential equation is used to model the oscillations of a clarinet reed. Surprisingly, the
same equation with a small modification can be used to model Coulomb friction. This modification can accurately model
weakly nonlinear friction systems. The Rayleigh equation having cubic nonlinearity in velocity gives rise to an unstable
limit cycle. In this work, an analytical expression is proposed to predict the said limit cycle, which holds good even for
strong nonlinearity. The analytical expression is a third order polynomial in α, which is the damping constant.

Introduction

The general equation of motion of a dry friction oscillator in its nondimensionalized form is z′′+βsgn(z′)+z =
f̃(τ). By the method of harmonic balancing [1] and assuming the system to have a periodic motion [2], the
signum function can be approximated to the third harmonic to express the equation of motion as

z′′ + α
(
z′ − (2/3)(z′)3

)
+ z = Γ cos Ωτ (1)

where α is damping constant, Γ is the forcing amplitude and Ω is the frequency, all nondimensional parameters.
The ranges are 0 < α < 1, 0 < Γ < 1 and Ω ∈ R+. Eq.(1) is the modified Rayleigh equation.

Results and Discussion
The state space description of the Eq.(1) under autonomous condition is given by

u̇ = v and v̇ = −u− αv
(
1− (2/3)v2

)
(2)

where u = z and v = z′. The derivatives in Eq.(2) are with respect to τ . There is only one equilibrium/fixed
point at (u∗, v∗) ≡ (0, 0) found at the intersection of the two nullclines u̇ = 0 and v̇ = 0. Existence of limit

Figure 1: (A) Phase trajectories and flow field for the Eq.(1) without any external forcing. The autonomous system has an unstable
limit cycle represented by the blue coloured line. (a)–(f) Comparison of numerical and analytical limit cycles and nullcline v̇ = 0 for
varying values of α
cycle [3], approximate limit cycle [4] and Hopf bifurcation [5], from a state of no motion at all to a state of
self-oscillations at a fixed amplitude. An analytical equation to express the limit cycle(s) can be derived to
encompass the cases presented in Fig. 1(a)–(f). The equation should reduce to a circle when α→ 0 as shown in
Fig. 1(a), while the same equation should be able to represent the limit cycle shown in Fig. 1(f). The equation
for the limit cycle is as follows:

u2
(
αu2 + 1

)
+ γv2 − δuv = χ (3)

where γ ≡ γ(α), δ ≡ δ(α) and χ ≡ χ(α). The ordinates of the limit cycle(s) is always greater than ṽ
and approaches ṽ when α � 1. In order to accommodate the rotation of the limit cycle which is evident in
Fig. 1(d)–(f), the coordinates u and v can be replaced by ū = u cosϕ+ v sinϕ and v̄ = v cosϕ− u sinϕ with
ϕ ≡ ϕ(α). The variation of the parameters in Eq.(3) as a function of the damping term α can be expressed as
γ = 1.871α3 − 1.014α2 + 2.573α + 0.914. Similarly, the variation of δ with α is δ = 0.462α3 − 0.469α2 +
0.966α− 0.052. The variation of ϕ against α is ϕ = −0.0065α2 + 0.0374α+ 0.1301. Dependence of χ on α
is χ = 2.685α3 − 0.958α2 + 3.891α+ 1.946.
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Abstract. A design model of a rotary system in the form of a cantilevered flexible shaft with a massive disk at the free end 

is considered. In the plane of rotation of the disk, point elastically damped supports are discretely located with a clearance, 

stabilizing the vibrations of the rotor in the supercritical zone. The influence of a different number of supports on the 

evolution of the rotor precession in the supercritical zone after the Poincare-Andronov-Hopf bifurcation is investigated. The 

effect of the clearance and friction at the contact of the disk with the supports on the precessional movement of the rotor is 

analyzed.  

Introduction 
 

The supercritical behavior of a rotor system in the form of a cantilevered fixed flexible shaft with an 

unbalanced disk at the free end is investigated (Figure 1). To stabilize the amplitudes of transverse vibrations 

of the rotor in the plane of rotation of the disk, point viscoelastic supports are discretely installed with a 

radial clearance [1]. Three options for the placement of supports are considered: one support, two supports – 

on opposite sides of the disk, three supports at an angle of 2π/3 relative to each other. The distributed mass of 

the rotor shaft and the internal friction of the material are taken into account according to the Voigt elastic-

viscous body model. With normal contact of the rotor with the support, normal (elastic) forces in the support 

and tangential forces (dry friction) arise. 
 

 
 

Figure 1: Design scheme. 
 

Differential equations describing transverse radial and angular oscillations of the rotor during its rotation are 

obtained, taking into account gyroscopic moments from the disk and circulation forces caused by internal 

friction. For subsequent discretization and construction of a finite element model of the rotor, the solution is 

obtained using the Green function for the Bernoulli-Euler rod. A generalizing definition of the rotor 

precession index is introduced, which makes it possible to calculate the frequency and direction of 

precession from information about transverse vibrations of the rotor in two mutually perpendicular 

directions. For all the cases under consideration, the evolution of precession and the spectral composition of 

precession motion oscillations after the Poincare-Andronov-Hopf bifurcation are analyzed [2, 3].  
 

Results and discussion 
 

The main attention in the work is paid to determining the type of precession of the rotor without calculating 

its full spectrum, which makes it possible to directly determine precession in the case of nonlinear interaction 

with additional supports. For the case of a single support, it is established that, depending on the eccentricity 

of the disk and the supercritical velocity, both periodic modes and non-periodic rotor oscillations can occur. 

In the case of two supports, a backward whirling of the rotor occurs. In the case of three supports, a stable 

backward whirling (close to synchronous) is maintained at a certain level of rotor imbalance. The greatest 

amplitude of oscillations of the angular velocity of the precession of the rotor occurs at the whirling 

frequency multiplied by the number of viscoelastic supports installed with an initial clearance. 
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Abstract. Nonlinear vibrations of a composite circular plate with a concentrated mass are investigated with the focus on the 
effects of curved equilibrium configurations caused by weights. A mathematical model is derived from the generalized 
Hamiltonian principle considering the weights. The Galerkin method is applied to determine equilibrium configurations and 
the results are validated by the finite element method. The fundamental frequency and the steady-state responses are 
respectively calculated in free vibrations and harmonically forced vibrations. The results demonstrate that the weights have 
more significant effects on the curved equilibrium configurations for the larger substrate radius, the larger concentrated mass, 
and the smaller upper and lower radii. The account for the weights increases the fundamental natural frequency, and the relative 
difference increases with the increasing weights. The account for the weights increases the resonant amplitude, and the 
absolute difference increases with the increasing weights. 
 

Introduction 
 

Circular plates with concentrated masses have been used in different industries. They are often exposed to 
severe dynamic loading resulting to large vibrations. Thus, it is significant to investigate nonlinear vibrations 
of circular plates with concentrated masses. Currently, nonlinear vibrations of circular plates with masses have 
been studied by Huang [1], Li et al. [2], Yuan et al. [3], and other scientists. When a circular plate with 
concentrated masses vibrates nonlinearly, the weight affects the equilibrium configuration, and the changing 
configuration in turn affects vibration frequencies and shapes. Several investigations have demonstrated the 
crucial role of weights. Chen et al. [4] investigated the effects of the weight of the nonlinear energy sink (NES) 
on structural vibrations. They found that the weights should be accounted for when the primary structure is 
excited by small excitations or coupled with large NES masses. However, the effects of the weights on 
nonlinear vibrations of circular plates with masses are rare in the literature. This is the motivation here. 
 

Results and discussion 
 

The generalized Hamiltonian principle is applied to obtain the governing equation with boundary conditions. 
Equilibrium configurations and a discretization model for vibrations around the configurations are derived 
from the Galerkin method. The model can be used to determine the fundamental frequency and the steady-
state responses. The investigation yields the following findings: (1) The account of the weights introduces 
additional linear and quadratic terms to the governing equation and weakens the hardened nonlinearity. (2) 
The static equilibrium configuration increases with the increasing concentrated mass, substrate radius and the 
decreasing upper and lower radii. (3) In free vibrations, the curved equilibrium configuration caused by the 
weights increases the fundamental natural frequency, and the relative difference increases with the increasing 
curved equilibrium configuration. (4) In harmonically forced vibrations, the curved equilibrium configuration 
increases the resonant amplitude, and the absolute difference increases with the increase of the curved 
equilibrium configuration. 

(a) (b) (c) (d) 
Figure 1: Natural frequencies and resonant amplitudes for varying parameters: (a-b) variation of natural frequencies and the relative 
difference with the concentrated mass, the substrate radius, and the upper and lower radii; (c-d) variation of resonant amplitudes 
and the absolute difference with the concentrated mass, the substrate radius, and the upper and lower radii. 
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Abstract. We use a nonlinear, reduced-order, coupled thermo-elastic model, derived from von Kármán plate equations to 

study the resonant response of simply supported thin rectangular plates under free and forced vibrations and understand the 

experimentally observed behaviour, specifically the change in temperature.  The model is studied using Galerkin 

approximation, harmonic balance and numerical continuation techniques.  Multimode response for plates is considered for 

non-resonant excitation as well as near 1:1 resonance between the second and third eigenmodes of the system, with harmonic 

forcing close to a natural frequency.  Internal resonance and associated coupled-mode dynamics is observed, with noticeable 

decrease in modal amplitudes and some increase in plate natural frequencies due to thermo-elastic coupling.   

Introduction 
 

Experimental study of nonlinear vibration of 3D printed rectangular plates [1], fabricated using nonlinear 

materials, show significant increase in temperature due to continuous motion, suggesting strong coupling 

between mechanical motion and thermal response of the system.  A thermo-mechanical constitutive model for 

thin plates, based on the Berger’s approximation of von Kármán plate theory and energy equations [2], is used 

to study the vibration response of these under free and forced vibration conditions.  A reduced set of coupled 

nonlinear ODE’s for the evolution of transverse displacement 𝑤(𝑥, 𝑦, 𝑡) as well as temperature variables, the 

in plane stress (𝑁𝑇(𝑥, 𝑦, 𝑡)) and bending moment (𝑀𝑇(𝑥, 𝑦, 𝑡)), is obtained by the Galerkin projection of coupled 

thermal-structural PDEs onto the free vibration modes of the S-S-S-S plate [3].  One-mode and two-mode 

spatial approximations are considered.  For example, for the one-mode approximation, letting 𝑤 =

𝑤1(𝑡) sin (
𝜋𝑥

𝑎
) sin (

𝜋𝑦

𝑏
),  𝑀𝑇 = 𝑚1(𝑡) sin (

𝜋𝑥

𝑎
) sin (

𝜋𝑦

𝑏
) and 𝑁𝑇 = 𝑛1(𝑡) sin (

𝜋𝑥

𝑎
) sin (

𝜋𝑦

𝑏
) gives the following set of 

coupled nonlinear ODEs: 
𝑤1̈(𝑡) + 0.05�̇�1(𝑡) + 𝑤1(𝑡) + 0.334𝑤1

3(𝑡) − 0.067𝑚1(𝑡) − 0.0014 𝑤1(𝑡)𝑛1(𝑡) = 𝐹𝑐𝑜𝑠(Ω𝑡)     (1)                                                                

𝑛1̇(𝑡) + 0.002𝑛1(𝑡) + 7 × 10−4𝑇∞ + 0.0994𝑤1(𝑡)𝑤1̇(𝑡) = 0                        (2)                                                  

𝑚1̇ (𝑡) + 0.337𝑚1(𝑡) + 1.18𝑤1̇(𝑡) = 0                                                                                                           (3)                                         

Nonlinear coupling is seen in the above, only for the 𝑤1 and 𝑛1equations.  These equations are studied using 

direct numerical integration, through the harmonic balance method and by using pseudo arc-length based 

continuation schemes.  They are also compared to finite element based results.   

Results and Discussion 

Single-mode approximation of the system shows significant damping being introduced by the thermo-elastic 

coupling, which affects both the amplitude and frequency of the system.  Multimode response is studied for 

the case of a plate with1:1 relation between the second and third eigenmode frequencies, achieved through a 

precisely chosen aspect ratio of 1.633 for the plate [3]. Internal resonance is observed, resulting in activation 

of both modes while the external force is orthogonal to one of the modes.  The coupling of thermal response 

again results in decrease in the amplitude, while increasing the resonant frequency.  There is a corresponding 

increase in the temperature shown in Figure 1 at the midpoint of the plate. Thermal coupling also leads to an 

increase in the frequency range corresponding to the coupled mode.  

  
 

Figure 1. Multiple solution branches and bifurcations for: a) Mode 2 and b) Mode 3 transverse response for the two-mode model with 

1:1 resonance; c) Temperature variation at the plate midpoint. Thick/thin lines corresponds to stable/unstable solutions respectively. 
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Abstract. We consider a double pendulum where the lower pendulum is an elastic one. This is a system with three
natural frequencies and we find that the responses of a hard spring and a soft spring are very different with the resonance
at the beat frequency being of special interest.

Introduction

Our system is a double pendulum with masses m1 and m2 having lengths l1 and l2 respectively. The lower
pendulum (m2, l2) is elastic and has a spring constant k. The Lagrangian of the system can be written in terms
of the angular displacements, θ1 and θ2, made with the vertical and the extension of the lower mass m2 with
respect to its equilibrium position, r. We focus on the quadratic linearity (first deviation from normal mode
dynamics). The dynamics is then governed by,

Ml21θ̈1 + Mgl1θ1 + m2l1(l2 + r)θ̈2 + 2m2l1ṙθ̇2 + kl1(θ1 − θ2)r = 0

(l2 + r)θ̈2 + l1θ̈1 + 2ṙθ̇2 + gθ2 = 0

r̈ + ω2
0r = l1(θ1 − θ2)θ̈1 + l1θ̇21 + l2θ̇22 +

g

2
θ22

Here, M = m1 + m2. The normal mode frequencies are Ω1, Ω2 for the two angular modes and ω0 for the
extension mode. We can read off the existence of four parametric resonance conditions as,

ω0 = 2Ω1, 2Ω2, Ω1 ± Ω2

In each case one can construct a six dimensional dynamical system following the standard procedure [1]. We
show here the results for the resonance in the beat mode, ω0 = Ω1 − Ω2, and ω0 = 2Ω2.

Results and Discussion
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Fig: Time variation of the 3 modes for 2 different resonance conditions. The values taken for the plots are:
m1 = 5.6 kg; m2 = 5 kg; l1 = 3m; l2 = 3.4m. The spring constant is about 14.69 N/m for the beat frequency and

28.1 N/m for the other.

We find 4 distinct parametric resonances at ω0 = 2Ω1, 2Ω2, Ω1 ± Ω2. Of these, 2 are plotted above. The
beat frequency resonance shows a marked periodicity in the variation of the first 2 modes which is particularly
striking and suggests a distinct response compared to other values of the frequencies. Further work is being done
to determine an approximate analytical description of the amplitude variation of the 3 modes under resonance.
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Effect of magnet position in electro-magnetic transducer of middle ear implant
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Abstract. The paper is devoted to modelling and numerical analysis of the middle ear with an implantable middle
ear hearing device. The main focus is put on elec- tromechanical coupling between the biomechanical subsystem of the
middle ear and electrical subsystem of the implant. The electromechanical coupling describes the interaction between
electrical and mechanical systems, and it is defined as nonlinear dependence of magnet position relative to the coil’s
transducer centre. This is a novel approach, that generates new resonances, instabilities, subharmonic and also chaotic
stapes vibrations depending on a voltage excitation. Finally, the stapes motion from numerical simulations stimulated by
the floating mass transducer is compared to experimental results performed on the human temporal bones. The findings
of this research can be used practically to develop a better construction of a floating mass transducer.

Introduction

Sound transfer through the human ear is disturbed very often because of clinically significant hearing deficits
[1]. If a hearing loss is mild or moderate, it can be improved by conventional hearing aids (non-invasive, not
requiring surgery) that consists of a microphone to pick up sound, amplifier circuitry that makes the sound
louder and a miniature loudspeaker to deliver the amplified sound into the ear canal. However, patients with
moderately severe or severe hearing loss have to be equipped with more technologically advanced devices, such
as implantable middle ear hearing devices (IMEHDs) that is analysed here.

Results and discussion

The model of the IME presented in [2] is now modified and improved in order to fulfil the purpose of this study.
First of all, it is assumed according to the physical system construction, that the coil is fixed to the can of the
FMT (the improvement of the previous model). Moreover, the EC is presented as nonlinear dependence of the
magnet position related to the coil (the modification of the previous model). The new model of IME with the
schematic view of the middle ear is shown in Fig.1. Magnet shift (position relative to the coil) is important for
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Figure 1: Electromechanical model of the implanted middle ear (a) with resonance curves obtained for different magnet shiftκ (b) and
regions of subharmonic motion (c).

stapes vibration as presented in Fig. 1b and c because it change the resonance curve, that is amplitudes and
resonance peaks (Fig. 1b). Moreover, improper magnet position can cause subharmonic stapes vibrations. That
is harmful from medical (practical) point of view.
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Abstract. In the present paper, the dynamic response of a nonlinear Kirchhoff-Love plate resting on a viscoelastic 

foundation in a viscoelastic medium, damping features of which are described by the Kelvin-Voigt fractional derivative 
model is studied for the case of forced vibrations excited by harmonic load. The damping properties of the viscoelastic Fuss-

Winkler-type foundation are described by the fractional de-rivative standard linear solid model. Supposing that only two 

natural modes of vibrations strongly coupled by the internal resonance 1:1 are excited, the generalized method of multiple 

time scales in conjunction with the expansion of the fractional derivative in terms of a small parameter has been utilized for 

solving nonlinear governing equations of motion. Assuming the amplitude of external load to be hard, resolving equations 

are obtained for determining nonlinear amplitudes and phases for various types of external resonances that may occur in 

systems with cubic nonlinearities.    

Introduction 
 

The problem of vibrations of a plate on a viscoelastic foundation has many engineering applications, and 

therefore is of great interest to many researchers. In order to describe the viscoelastic behavior of Fuss-

Winkler-type or Pasternak-type foundations, different models of viscoelasticity have been suggested during 
the last few decades [1,2]. Apart from the well-known models for viscoelastic materials, such as Kelvin–

Voigt, Maxwell or standard linear solid models, one may refer to their fractional derivative generalizations 

[3], which are becoming increasingly widespread nowadays.  
Previous analysis of the free damped vibrations of an nonlinear elastic plate on a viscoelastic foundation has 

shown [4], that the one-to-one internal resonance could occur in such a mechanical system when the natural 

frequencies of two coupled modes are close to each other. This problem was generalized for the case or 
force-driven vibrations of the plate subjected to moving harmonic load in conditions of combination of 

internal and external resonances [5].  

Professor Naife in his monographs [6,7] showed that when analyzing the response to an external harmonic 

load, four cases should be distinguished depending on whether the excitation is “soft” or “hard”, resonant or 
nonresonant [6,7]. It was also demonstrated that in addition to primary resonance in systems with cubic 

nonlinearities secondary resonances could occur under the hard excitation, namely, superharmonic resonance 

and subharmonic resonance [6].  

Results and Discussion 
 

The main purpose of the present research is to study the effect of hard excitation from harmonic load on the 

forced nonlinear vibrations of a von Karman elastic plate resting on a viscoelastic Fuss-Winkler-type 
foundation, the damping features of which are described by the fractional derivative standard linear solid 

model. The generalized method of multiple time scales in conjunction with the expansion of the fractional 

derivative in terms of a small parameter has been utilized for solving nonlinear equations of motion for the 
case when amplitude of applied force is large value. The governing equations are obtained and solved 

numerically for determining of nonlinear amplitudes and phases for the cases when internal resonance one-

to-one is accompanied by the superharmonic or subharmonic resonances excited in nonlinear plate. The 
effect of nonresonant hard excitation on the amplitude and frequency of undamped and damped vibrations of 

the plate is shown, which depends on the amplitude of applied force. The resulting sets of equations for all 

types of excited resonances allows one to control also the damping properties of the surrounding medium 

and the foundation by changing the fractional parameters from zero to unit. 
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Abstract. Human balance is studied using an inverted pendulum model, considering the effect of time delays in the
muscle reflex controller and the controller of an exoskeleton. The model includes two motors at the ankle joint whose
torques represent the moments generated by all plantarflexor and dorsiflexor muscles. These “muscle-like” motors obey
a proportional–derivative (PD) reflex control law where the states are subject to physiological feedback delays. The
exoskeleton applies torques to the ankle joint, also obeying a PD control law but with a different time delay. The stability
of this system is analyzed using Galerkin projection to convert the governing neutral delay differential equation (NDDE)
into a system of ordinary differential equations (ODEs); the eigenvalues of the ODE system are then computed. Stability
charts demonstrate the ability of the exoskeleton to stabilize an inherently unstable biological system.

Introduction

Falling is the leading cause of injury in elderly individuals. A deeper understanding of human balance will en-
able the development of exoskeletons that can predict and prevent falls. Human balance has been studied using
experimental techniques, but experiments are limited by the time and cost of collecting data. Many simulation-
based studies of human balance during quiet stance employ a single inverted pendulum model, which has an
upright equilibrium point that is inherently unstable. Ahsan et al. [1] studied inverted pendulum models of unas-
sisted human balance, and found that proportional–derivative–acceleration (PDA) feedback generally results in
larger stability margins than PD control. In this work, we investigate the stability of human balance during
quiet stance when assisted by an exoskeleton at the ankle, where a PD control law is assumed for both the bio-
logical reflex controller (gains Kpb and Kdb) and the exoskeleton controller (gains Kpe and Kde), and they are
assumed to have different time delays (200 ms and 100 ms, respectively). Active muscle torque is assumed to
depend on the angle and angular velocity of the ankle joint [2]. To study the stability of the governing NDDE,
we convert it into a system of partial differential equations, then use the Galerkin approximation method to
obtain a system of first-order ODEs whose behaviour approximates that of the original NDDE system. In the
Galerkin method, we impose the boundary conditions using the Lagrange multiplier approach [3].

Figure 1: Stability charts of the human stance model (a) without an exoskeleton, (b) with an exoskeleton at point A (Kpb = 2.13,
Kdb = 0.69), and (c) with an exoskeleton at point B (Kpb = 3.5, Kdb = 0.4). Colour bars indicate the location of the rightmost
eigenvalue; black solid lines are the analytical stability boundaries.

Results and Discussion

The stability chart of the unassisted system is shown in Fig. 1(a), obtained using the Galerkin method and
validated against the stability boundary computed analytically [4]. Point A denotes the pair of biological
controller gains resulting in the most stable system; point B is one example of an inherently unstable biological
system. As shown in Fig. 1(b), the stability of the system at point A can be improved by the exoskeleton, though
not substantially. Note that the system is inherently stable at point A (i.e., for Kpe = Kde = 0). As shown
in Fig. 1(c), the inherently unstable system at point B can be stabilized with the assistance of the exoskeleton.
This simulation framework can be used to study the stability of human balance with exoskeleton assistance,
considering a range of gains and time delays of the muscle reflex controller and exoskeleton controller.
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Abstract. A steady rise in worldwide temperature has prompted investigations into different approaches to combat global 

warming. Geoengineering, or manipulation of Earth’s climate from external to it, has been considered as a climate mitigation 

strategy since the 1980s [1,2]. Here, space-based solar shades are used to reduce the amount of sunlight received on Earth. 

Different solar shades are considered, and the associated dynamics and efficacy are examined. 
 

Introduction 
The most popular solar shading concept is a shade mounted at L1, the Lagrange point between the Earth and 

the Sun, at 1.5 million km from the Earth.  L1 is a saddle point with motions along the Earth-Sun direction 

being unstable and along the normal direction being stable. The instability results in the need for station 

keeping manoeuvres, with actuations Δv averaging about 1-2 m/s per annum [3]. A second alternative is a 

shade in a geosynchronous orbit. Luni-solar perturbations adversely affect the position of derelict satellites in 

this orbit [4], amounting to a station keeping requirement of about Δv = 45 m/s per annum. Nevertheless, the 

orbit proximity may offset the increased station keeping requirements and simplify the travel logistics. 
 

Results and Discussion 
For a solar shade of large surface area and a low mass, the solar radiation pressure is significant. This force 

has the same 1/r2 dependence as Sun’s gravitational pull, but this is directed away from the Sun and normal to 

the shade. In a recent work [5], it has been proposed to use radiation pressure for long-distance navigation of 

a sunshade. Here, the potentially stabilizing effects of a variable-area shade will be examined. The equation of 

motion of the shade in the rotating Earth-Sun reference frame is 

( ) ( ) 2

3 3 2
ˆ 2

| | | | | |

e s

e s

e s s

GM m GM m kA
m m mω= − − − − + + − 

− − −

r r r r r x r ω r

r r r r r r

    (1) 

where r denotes the position of the shade from the origin at the Sun-Earth center of mass, x is the direction 

from Sun to Earth, Me, re, Ms and rs are the masses and position vectors of the Earth and Sun from this origin, 

ω is the rotation rate of the non-inertial frame, and G the gravitational constant. The extra term is the third one, 

which arises from the radiation pressure; it is proportional to the area A of the sunshade and a constant k. For 

shade with extensible panels, long-term bounded trajectories may be devised which maintain position by 

deploying and retracting the panels. An L1 sunshade provides nearly uniform cooling over the entire Earth, as 

shown in Fig. 1L, while a geosynchronous shade has the potential for significant local cooling and negligible 

cooling across the entire Earth (see Fig. 1R, for a shade at a radius of 20 km). 
 

 
Figure 1 : Solar radiation percentage reduction at points on the Earth’s surface as a function of radial distance from the Earth’s location 

directly in front of the shade. In the panel L, the situation for a shade of radius 2000 km mounted at L1 is shown. The overall reduction 

is 6.6 percent across the entire Earth. There are multiple reductions for each distance due to different angles of depression and azimuth.  
 

It is hoped that for an extended object such as a sunshade, opposing destabilizing tendencies may be harnessed 

to achieve a net reduction in station-keeping requirements. Further details will be presented at the conference. 
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Abstract. The presented research is a part of widely research of the nonlinear dynamic behaviour of rolling bearings, which 

are the parts of all rotating assemblies and machinery. In accordance with the state-of-the-art requirements for the advanced 

mechanical design and industrial digitalization, the large experiments and research are performed and the new mathematical 

model of the dynamic behaviour of rolling bearings with damages is developed. The results obtained for a particular type of 

deep groove ball bearings are presented, and the possible further research and implementation of the obtained model in 

digitalized self-monitoring systems is discussed. 
 

Introduction 
 

The existing demands for light weight design of mechanical elements in correlations with the demands for 

increasing reliability and machinery digitalization, lead to the requirements for developing new methods and 

mathematical models for permanent monitoring and maintenance of the crucial machinery parts. The rolling 

bearings monitoring is mandatory in all rotating assemblies and machinery in the framework of digitized 

production, and required precise predefined mathematical relations and models for programming the self-

monitoring digitalized systems.  

The main postulates of the theory of nonlinear dynamics [1, 2] are used in the presented research in order to 

develop the mathematical model for efficient prediction of behaviour of deep groove ball bearings with defects. 

The particular type of single-row deep groove ball bearing 6206 is chosen, and large set of experimental testing 

of samples with pre-manufactured damages on the inner and outer raceway is performed [3]. 
 

Results and discussion 
 

For developing a mathematical model of a damaged single-row rolling bearings, the differential equation of 

motion is derived as a special case of a general nonlinear oscillator [2] with strong cubic nonlinearity [1]. For 

radial rolling bearings, this matrix form of the equation of nonlinear dynamics could be reduced to a one-

degree-of-freedom system [4] given as: 

𝑚𝑟𝑒𝑑�̈� + 𝐶𝑟�̇� + 𝐾𝑟𝑦 + 𝑞𝑦3 = 𝐹  

The nonlinear part of this equation, represented by the coefficient of nonlinearity q, depicts how existing 

damage influences the rolling bearing vibrations. For a particular radial rolling bearing type, an expression for 

the coefficient q is obtained by an iterative procedure based on the experimental measurements of the bearing 

vibration response [3], and defined to be dimensionally consistent with the presented equation of motion. The 

coefficient of nonlinearity depends on the damage dimension, local contact deformation and external load 

distribution among rolling elements. Based on an empirical iterative procedure, the following formula is 

proposed for the conical-shaped damages on the inner raceway of the 6206 ball bearings: 

 𝑞 = (
𝑑𝑑

𝑑0
)
3 𝐹𝛿

𝛿3
,  Fig.1, where: dd – is the diameter of the damage on a 

contact surface; d0 – is the average diameter of the damage for a 

particular rolling bearing type obtained by the producer; Fδ – is a load 

distributed on the most loaded rolling element, obtained by Finite 

Element Analysis and δ – is a local deformation on the most loaded 

rolling element in contact with the damaged raceway surface, 

obtained by Finite Element Analysis performed for a particular case 

of the rolling bearing type, as well as for a particular type and 

dimensions of the modelled damage. 
 

                                                                                                                                               Figure 1: Nonlinearity coefficient variation 
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Abstract. There is an ever-increasing interest in resonant metamaterials (RMM), as they promote vibration attenuation
in small packaging. In linear RMMs, the bandwidth and depth of the attenuation are linked to the resonator mass, which
results in significant added mass. In this context, nonlinear RMMs can provide interesting dynamic properties that result
in frequency band broadening or more efficient energy absorption with different excitation levels. Properties include
resonance frequency shifts and quasi-zero stiffness, which can provide better isolation and more efficient attenuation
to the host structure. This work investigates the design and experimental validation of nonlinear resonators based on
flexible mechanism topologies. The use of flexible elements tackles the dissipation mechanisms which inhibit the desired
nonlinear phenomena in conventional linkage systems. The additive-manufactured resonators are tested under various
static and dynamic conditions, with the aid of a Digital Image Correlation (DIC) system, to validate the design procedure.

Introduction

Vibration attenuation can be achieved via periodicity, which results in highly attenuated waves via an effect
similar to band rejection [1], often referred to as bandgaps. Resonant metamaterials promote similar vibration
attenuation with smaller packaging [2]. However, the frequency band and depth of the attenuation are directly
linked to the resonator mass in linear metamaterials, which can result in significant added mass.

Results and Discussion

By leveraging nonlinear elements to provide frequency band broadening or more efficient energy absorption,
we investigate the parametric design and physical realisation of quasi-zero stiffness resonant elements. Such
nonlinear systems can provide resonance frequency shifts, resulting in better isolation and more efficient at-
tenuation to the host structure [3, 4]. The proposed design can be seen in Fig. 1. The concept starts with a
support structure and a flexible beam, to which a concentrated mass will be added at the centre. Both structures
are additive-manufactured in ABS and work under prestress: The lateral poles are manufactured in the inverse
shape of a tip-loaded cantilever, such that when assembled, they will be approximately straight up (Fig. 1b),
while the flexible beam is designed to work on its post-buckling state [5]. When perceiving base excitation at
low levels, the device behaves like a linear tuned mass damper (TMD) in either of its bi-stable positions. How-
ever, when the load is increased for certain frequency regions, the system undergoes its quasi-zero stiffness
region and, eventually, flips between the stable poles.

m

m

m

(a) (b)

(d) (c) 

m

m

u

u
(e)

disp. [mm]

fo
rc

e
[N

]

Figure 1: Bistable flexible mechanism: (a) unloaded parts, (b) prestressed assembly, (c) vibration around equilibria, (d) CAD concept
and DIC measurements and (e) experimental nonlinear stiffness and curve fits.
Figure 1(d) shows the additive manufactured resonators model and DIC image processing, while (e) shows the
experimental nonlinear stiffness achieved with such a design. Preliminary results [3] indicate that using such
nonlinear resonators can increase the bandwidth of local resonance-type bandgaps.
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Abstract. One of the key features of pathfollowing schemes for non-autonomous nonlinear dynamical systems is the
computation of the Jacobian of the Poincaré map (i.e., the monodromy matrix), which, being employed as iteration matrix,
governs both the accuracy and robustness of the whole numerical strategy. In the context of nonsmooth nonlinear dynamic
systems, this matrix can only be computed via numerical differentiation, which leads to subtractive cancellation errors.
By means of a wide numerical campaign for meaningful multi-DOFs systems, we discuss strategies to reduce such errors
via an enhanced pathfollowing scheme, recently proposed by the authors.

Introduction

Exploring manifolds of solutions of nonlinear dynamical problems with enhanced continuation algorithms is
attracting high scientific and technological interest, especially when handling both accurately and efficiently
large-scale engineering systems [1]. We focus on pseudo-arclength continuation approaches searching numer-
ically for the fixed points of a Poincaré map P of nonlinear dynamical systems along the curve of the corre-
sponding periodic solutions. The cornerstone of such approaches when facing nonsmooth dynamical systems
(e.g., systems with hysteresis and discontinuities of various kinds) is the construction of the Jacobian matrix in-
volving the computation of the monodromy matrix H. The central difference scheme used to compute H leads
to cumulative errors, which turn out to be the combination of the errors introduced by using the small finite-
difference coefficient with the errors affecting the time integration to obtain P. Here we present an upgrade of
the pseudo-arclength numerical strategy proposed in [2], and developed in a C++ software library (freely avail-
able at https://zenodo.org/record/7245478). The strategy works with an accelaration procedure, based on
a Krylov subspace loop, nested in a modified Newton-Raphson scheme using H as iteration matrix.
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Figure 1: (a) frequency response curves and (b, d) monodromy invariants (spectral radius and trace, respectively) for hysteretic 10-dof
system; (c) CPU times per arclength step-size ∆s and (e) ∆s along the arclength of the solution path (SP solid line, CD dotted circles).

Results and discussion

The proposed numerical scheme works as a Runge-Kutta single-pass (SP) method, where a numerical differ-
entiation computed by Lánczos integration is directly employed within the time step integration yielding the
monodromy matrix. This makes the small finite-difference coefficient act on a time-discretization error which
is one-order-of-magnitude greater than the time-discretization error affecting the integration of the perturbed
Poincaré map as in standard central difference (CD) schemes. We here report the results concerning a 10-dof
system (30-dim state problem) featruing hysteretic nonlinear springs and linear dashpots which connect masses
in a parallel arrangement. We compare the performance of the strategy using the CD scheme with that em-
ploying the proposed SP scheme. The latter proves to be not only more accurate but also more robust than the
former, leading to a faster convergence. Figure 1(e) shows how the SP scheme allows to achieve convergence
employing an arclength step size ∆s of the solution path 4 times larger than the standard CD scheme, and the
CPU time per ∆s in SP is about 3.5 lower than the CPU time required by CD, see Figure 1(c).
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Abstract. In this work we explore the dynamics of a variable mass system in the form of a leaky balloon with an
attached string. Both the interaction of the string with an underlying surface, as well as the variable mass of the balloon
itself, contribute to the non-constant mass of the system, which can be treated as a toy model for several other complicated
variable mass systems. Our results show that despite being very simple, this system shows a plethora of interesting
behaviour that can have important implications for real-world systems such as in stents and in targeted drug delivery.

Introduction

The dynamics of a balloon moving along one direction is non-trivial due to a string attached to it, and by its
changing mass due to escape of the gas it contains, two distinct contributions that make for some interesting
behaviour. This is a classic example of a variable mass system. We also account for damping effects on the sys-
tem and investigate its behaviour under forcing. Such a system can act as a model system for various real-world
phenomena. In an earlier treatment of a balloon with a string floating in air but without any gas leaking from it,
Yariv et al. have described the interesting oscillatory motion that it displays, while also drawing an analogy to
that of a piston in a fluid [1]. A few other variable mass systems considered in the the literature include those by
Denny [2], Bartkowiak and collaborators [3] who investigate a variable mass pendulum, Digilov and Reiner’s
investigations of a damped, variable mass, spring-pendulum [4], and the several detailed investigations of van
Horssen and collaborators of variable mass oscillators (for instance [5]).

Results and Discussion

We present some of the results of our theoretical investigations (both analytical and numerical) of the behaviour
of a variable mass balloon-string system near and far from its critical points. We observe how different mass-
loss mechanisms and damping methods affect the system. Oscillations in the system die out faster for viscous
damping than for quadratic damping. Scaling analysis of the system tells us that although viscous damping
can be neglected for certain system parameters, quadratic damping cannot and significantly influences system
behaviour. We also discuss how the importance of some system parameters compare to that of the system’s
dimensions and can be the dominating factor. In addition to Digilov’s conclusion that the rate of mass loss
significantly affects the system’s behaviour, we find that the mechanism of mass loss is also crucial and results
in pronounced differences in the leaky balloon system’s approach to equilibrium. It is seen that the system
retains its robustness even in the presence of external forcing and slowly moves towards a stable attractor,
where the rate of attaining the equilibrium state is strongly dependent on the type of damping it experiences.
We further try to understand how the ratio of time-scales of balloon oscillation to that of the applied periodic
force affects the system. Further details are presented elsewhere [6].

(c)(b)(a)

Figure 1: (a) The system, (b) Velocity vs. displacement for leaky balloon, mass-loss indicated by the colour, (c) Details of (b).
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Abstract. This contribution summarizes some preliminary results obtained in the development of a platform based
on recycle smartdevices to monitor the vibrations of buildings and infrastructure. The platform, designed within the
framework of a project funded by the Italian Ministry of Economic Development, exploits the accelerometer, the other
sensors and communication boards included in smartdevices which have reached their end-of-life. The idea is to realize
a fully autonomous setup capable of acquiring information provided by the different sensors, store the datasets in a cloud
server which can be accessed either during the monitoring phase or the post-processing phase, and perform locally a
real-time nonlinear analysis to extract features leading to alarms.

Introduction

Essentially two types of monitoring are implemented, i.e. static monitoring, performed regularly in medium-
long intervals and useful for the observation of quasi-static phenomena, and dynamic monitoring, providing
continuously the information, with measurements performed at medium-short intervals, according to the phe-
nomenon to be observed (seismic or windy episode). In this contribution, we outline a low-cost and green
strategy to the realization of a reliable building monitoring based on unused smartdevices which are capable to
provide the needed information with high reliability and with time constants and resolution comparable with a
daily monitoring activity.
In the normal context of private or low-complexity buildings, a small number of monitoring station is required.
In order to contain the costs of the platform, we referred to an extremely widespread technology, such as that
present in smartdevices which, even if they contains properly working and reliable sensors, have completed for
software compliance their life cycle. According to reliable estimates, about 350,000 smartphones are thrown
away every day, and of these the vast majority are still functional and offer sensors, connectivity and the ability
to process information on site [1].

Results and discussion

If properly placed in a site of the building, monitoring stations based on reused smartdevices allow to determine
the acceleration to which that certain point of the structure is subjected. The most common accelerometers in
smartphones are capacitive, equipped with Micro Electro-Mechanical Systems (MEMS) sensors. In some
operating conditions, these accelerometers are more efficient in measuring constant accelerations linked to
quasi-static phenomena than piezoelectric accelerometers. The post-processing of the raw data provided allows
for the extrapolation of indirect information that helps to create a complete and comprehensive picture of the
environment being monitored: speed, inclination, subsidence.
The prototype developed during the project is reported in Fig. 1(a). It consists in a box hosting a recycled
smartphone and a battery which can be recharged by using solar panels.

Fres = 257.3178 mHz, Tres = 9.975 s
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Figure 1: Experimental results: (a) Prototype of the monitoring box; (b) nonlinear spectrogram showing the onset of oscillations.

Preliminary measurements have been acquired considering two locations within a building: near one of the
main piles and near the external walls of a room located in the upper floors. A nonlinear frequency analysis
allowed to identify the onset of oscillations, as shown in Fig. 1(b) even considering a low accuracy in the sensor
quantization, which are originally designed for sensing larger vibrations. This validates the system and allows
for planning the next steps in the road-map which includes the monitoring of an old church bell tower.
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Abstract. This paper presents the study of a new pile installation technique that combines axial and torsional excitation,
namely the Gentle Driving of Piles (GDP) method. Both numerical modelling and field tests are employed to analyse the
mechanics of the GDP method. Furthermore, a three-dimensional numerical model for the analysis of the pile installation
process is presented, comprised by a thin cylindrical shell (pile), a linear elastic layered half-space (soil) and a history-
dependent frictional interface. The overall problem is formulated in a mixed time-frequency form and solved via an
efficient approach based on the Harmonic Balance Method. The model predictions are compared against field data and the
experimental findings are further analysed in order to shed light into the complex pile-soil behaviour during installation.

Introduction

Presently, over 80% of the offshore wind turbines in Europe are founded on monopiles, which are commonly
installed by impact hammering. However, this method generates significant underwater noise emissions, harm-
ful to marine life. To this end, environmentally friendly alternatives are investigated for monopile installation,
such as vibratory methods. Axial vibratory pile driving is used onshore for decades, with advantageous features
such as high installation speed and low axial pile loading. However, its use in the offshore industry is limited,
due to the lack of field data and knowledge gaps related to the complex pile-soil behaviour. To further the
potential of vibration-based methods, the Gentle Driving of Piles (GDP) has been proposed by TU Delft [1].
The GDP method is based on simultaneous application of low-frequency axial and high-frequency torsional
excitation and aims to improve installation performance and reduce underwater noise emissions.

(a) (b)

Figure 1: (a) The GDP shaker connected to a test pile and (b) axial and circumferential friction forces at the
pile-soil interface during pile installation.

Results and discussion

Medium-scale field tests have been performed at Maasvlakte II site, at the port of Rotterdam, in which different
installation methods were studied, with a focus on the GDP method. Based on these experiments, the proof
of concept of the method was achieved and a set of field data were obtained to further analyse the installation
tests. Furthermore, a new numerical model has been developed for the analysis of pile installation via the GDP
method. A comparison of the numerical results with the field tests showcases the predictive capabilities of
the developed model. The field observations are discussed on the basis of the newly developed model and the
driving mechanisms are uncovered. Conclusively, the redirection of the friction force vector is identified as the
main mechanism that enhances the installation performance by the introduction of high-frequency torsion.
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Abstract. This contribution presents a novel reduced-order modelling approach for the efficient simulation and prediction of 

outer ring strain creep in ball bearings. The approach combines analytical modelling of the rolling element interactions with 

reduced-order finite element modelling of the outer ring and housing. A parametric model-order reduction technique 

specifically tailored for bearing creep prediction is applied to reduce the computational complexity of the model and allows 

rapid yet accurate assessment of multiple design iterations. The accuracy of the model reduction technique and overall 

modelling methodology is validated with numerical simulations and experimental measurements. 
 

Introduction 
 

Rolling element bearings in modern drivetrains are subjected to high and dynamic loadings. To prevent early 
bearing failures, predictive tools are used in the early design phase to identify and avoid detrimental loading 
conditions in the final design. A particularly challenging failure mechanism to predict is outer ring strain creep. 
This phenomenon occurs when the induced shear stresses at the outer surface of the outer ring locally overcome 
the static friction force between the outer ring and the housing it is assembled in, causing the outer ring to 
rotate and eventually wear out the housing bore. Outer ring strain creep has been succesfully modelled using 
the Finite Element (FE) method by various researchers [1,2], with planet bearing creep in wind turbine 
gearboxes receiving considerable attention in the last years [3]. However, these modelling approaches rely on 
commercial FE software combined with high-performance computing clusters, and are thus not suited for 
repeated design iterations. In this presentation, the main challenges in developing an accurate yet efficient 
numerical tool for the prediction of bearing strain creep are discussed. These challenges relate to the high 
number of Degrees of Freedom (DOFs) in the FE representation of the outer ring and bearing housing (see 
Fig. 1), the relatively long simulated times needed to draw conclusions on bearing creep severity and velocity, 
and the accurate computation of stick-slip friction forces throughout the large convex-concave contact area 
between the bearing and the housing. 

 
 

Figure 1: Hybrid reduced-order bearing model used to predict outer ring strain creep velocity. 
 

Results and discussion 
 

As strain creep is dominated by frictional contact between the deformed outer surface of the bearing’s outer 
ring and the inner bore of the housing, FE discretization is applied only to the outer ring of the bearing, with 
internal contact interactions being modelled by an analytical lumped-parameter method based on Hertzian 
contact theory (see Fig. 1). In order to reduce the number of DOFs, a configuration -dependent model-order 
reduction scheme is applied that is based on a small set of a priori static contact analyses. In order to further 
increase computational efficiency in dynamic analysis, a separation is made between dynamic and quasi-static 
DOFs. Finally, frictional contact forces in the interface between outer ring and housing are computed based 
on a continuous friction model that differentiates between regions of (elastic) stick and (constant or elastic) 
slip. In doing so, bearing creep predictions in agreement with full-order model simulations and experimental 
measurements are obtained in a matter of seconds-minutes, rather than hours-days.    
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Abstract. The paper considers the problem of oscillation of a pendulum on a flexible, stretchable thread. The equations of  

motion are nonlinear partial differential equations. A new method is proposed for solution. The influence of longitudinal and 

transverse vibrations of the thread is investigated. The transfer of energy from the longitudinal vibrations of the load to the 

transverse vibrations of the thread is revealed. 
 

Introduction 
 

Interest in a similar problem arose due to the fact that a nonlinear oscillatory process with several degrees of 

freedom occurs in vibrations of a pendulum on a stretchable thread . There are works on the vibrations of a 

pendulum with a spring. The solutions in non-resonance case and asymptotic solutions in resonance were 

obtained that show there are transfer of energy between vertical and horizontal vibrations. At resonance 

frequencies ratio regarding horizontal and vertical directions were found to be equal to 1:2. In the paper we 

discuss the case when longitudinal and transverse vibrations occur in the tread. The equations describing the 

motion of a pendulum on a flexible elastic thread are nonlinear partial differential equations. 

 

Results and discussion 
 

The analysis of the incoming dimensionless parameters shows that there are several characteristic times in 

the system under consideration — the period of oscillation of the pendulum, the time of propagation of 

longitudinal waves along the thread, as well as the time of propagation of transverse waves. A new 

asymptotic method is proposed for constructing an analytical solution that takes into account both fast and 

slow movements when the application of a small parameter leads to a change in the type of partial 

differential equation. Solutions of the system of equations are obtained. The influence of natural oscillations 

of a spring pendulum on longitudinal and transverse vibrations of the thread is investigated. A numerical 

solution of this nonlinear system of equations is also obtained and compared with an analytical solution. It is 

shown that a pendulum system on a flexible elastic thread is characterized by a motion characteristic of a 

swinging spring when the following conditions are occurred: a small ratio of the mass of the thread to the 

mass of the load, no tension drop to zero and no initial nonlinear disturbances. In the first approximation, 

frequency corrections to the oscillations of a swinging spring are found, which arise if wave processes in the 

thread are taken into account. It is obtained that the lower the tension, the greater the amplitude of the 

transverse vibrations of the thread. In particular, the drop in tension leads to instability of oscillations along 

one axis. The transfer of energy from the longitudinal vibrations of the load to the transverse vibrations of 

the thread is revealed. In the numerical experiments carried out, it was possible to record a significant 

increase in the amplitude of the transverse deviations of the thread. It is analytically shown that the 

parametric resonance between the natural oscillations of the pendulum and the longitudinal-transverse 

oscillations of the thread differs from the classical one (described by the Mathieu equation), since the 

frequencies of these oscillations have a different order. The influence of natural oscillations of a spring 

pendulum on transverse vibrations of a thread at non-resonance and resonance is shown in Fig. 1. 
 

 
 

Figure 1: Amplitude of transverse vibrations of the tread of a pendulum with stretchable thread. 
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Abstract. Structures with bolted joints produce large variability in nonlinear dynamic behavior, making it challenging to 
accurately capture even with high-fidelity models. Several parameters contribute to the observed variation, including preload, 
alignment, and material properties, among others. This study explores the influence of surface topography on the nonlinear 
phase resonant modes of a mechanical system. Small variations in as-built surface geometry can influence the contact stress 
distributions within the preloaded bolted joint. Contact stress distribution and gaps provide the initial conditions for time-
varying contact conditions during its dynamic response and influence how the surfaces separate and slip over time. This work 
develops a parameterized model of a bolted structure to investigate the sensitivity of the nonlinear phase resonant modes as a 
function of surface profile variation to better characterize the dominant sources of variability observed in bolted assemblies.  
 

Introduction 
 

Surface topography plays an important role in science and engineering and is known to influence wear, friction, 
and contact stress within bolted joints [1]. Surface texture is influenced by the manufacturing and machining 
process, so it is important to characterize and define the surfaces for the intended application. It has been 
hypothesized that the largest wavelengths in the surface geometry within a bolted joint interface most strongly 
influence the global time-varying contact stress distribution within the mechanical interface of the bolted joint. 
The purpose of this study is to parametrically model the surface topography and predict the preloaded 
equilibrium state and the nonlinear phase resonant modes [2] of the preloaded assembly.  
 

Results and discussion 
 

An example of a milled surface is shown in Figure 1, where the cumulative topography is plotted in the top 
row. The spatial wavelengths can be filtered into different components, namely form, waviness, and 
roughness, going from largest to smallest wavelength (or feature size). These surface profiles are mapped 
onto the discretized surface of a finite element model to predict their sensitivity to quantities of interest such 
as contact stress distribution, nonlinear energy dissipation, and nonlinear natural frequencies. This study will 
help understand the surface profile length scales that cause the structure’s nonlinear behavior to deviate from 
those with a nominally flat surface topography. 

 
 

Figure 1: Machined surface filtered into separate form, waviness, and roughness wavelengths. 
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Abstract. We summarize our efforts on using synthetic impedance circuits in two domains: digitally programmable (1) 
piezoelectric metamaterials with spatially and spatiotemporally varying properties, and (2) nonlinear piezoelectric structures 
enabled through Duffing-type shunts. In the first domain, we demonstrate the capabilities in this new class of metamaterials 
using spatially varying inductive shunts for rainbow trapping and spatiotemporal modulation of inductive shunts for 
reciprocity breaking, via experiments and numerical simulations. In the second part, we extend the synthetic impedance shunts 
to nonlinear Duffing type hardening/softening inductance and present experimental results and harmonic balance simulations 
to show exceptional tunability from hardening to softening Duffing dynamics with the same single structure.   
 

Introduction 
 

Tunability and reprogramming are not straightforward in typical mechanical (elastic/acoustic) metamaterials 
and metastructures. We explore possibilities to this end using synthetic impedance shunts. In another research 
domain, it is well known that nonlinearities can be exploited in vibration attenuation and isolation. Researchers 
have recently explored nonlinear mechanical attachments in metastructures [1,2]. Here, we explore synthetic 
impedance circuits for piezoelectric structures to enable nonlinear attachments that are digitally programmable.   
 

 
 

Figure 1: Synthetic impedance-based programmable piezoelectric metamaterials and nonlinear electromechanical structures: (a) 
Examples of rainbow trapping and nonreciprocal wave propagation by spatially and spatiotemporally programming the inductive 
shunts, along with results of bandgap enhancement in the rainbow case. (b) Duffing-type hardening and softening inductive synthetic 
shunt circuit connected to a cantilevered piezoelectric structure under base excitation.  
 

Results 
 

Through digital programming of inductive shunts, we have demonstrated concepts spanning from the rainbow 
trapping phenomenon and bandgap enhancement by means of that (via various profiles of inductive shunt 
frequencies from fractional to quadratic) [3] to tunable nonreciprocal wave propagation (Fig. 1a). We have 
also established Duffing type digitally-controlled nonlinear shunts [4] to implement (Fig. 1b) in metastructures.   
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Abstract. Dynamics of two coupled pendulums under a magnetic field are considered by taking into account a 

dissipation in the system. Inertial components of the pendulums are essentially different, and a ratio of masses is 

chosen as a small parameter. Padé approximants is used for the magnetic forces approximation. The method of 

multiple scales is used to construct nonlinear normal modes (NNMs), one of them is a localized one. An appearance 

of the complex behaviour when the system parameters change is investigated.  
 

Introduction 
 

The system containing two pendulums under the influence of electromagnetic force is studied in a few 

papers [1,2]. Here we consider a such dissipated system of two pendulums under a magnetic field when the 

inertial characteristics of these pendulums are essentially different. To describe the system dynamics, first of 

all, the nonlinear normal modes (NNMs) [3,4], one of them is a localized one, are constructed by the 

multiple scales method. The used Padé approximants demonstrate a good correspondence of the magnetic 

forces analytical presentation with experimental results presented in [1,2].  

Equations of motion of the system under consideration concerning the pendulum angles are the following:  

{
𝜀𝐼𝜑1̈ = 𝜀𝑀𝑚𝑎𝑔1

+ 𝜀𝑀𝐷1(𝜑1, 𝜑2) + 𝜀𝑀(𝑔)(𝜑1) + 𝑀(𝑘)(𝜑1, 𝜑2),

𝐼𝜑2̈ = 𝜀𝑀𝑚𝑎𝑔2
+ 𝜀𝑀𝐷2(𝜑1, 𝜑2) + 𝑀(𝑔)(𝜑1) + 𝑀(𝑘)(𝜑1, 𝜑2).

       (1) 

Here 𝐼 is the moment of inertia, 𝑀𝑚𝑎𝑔1,2
  represent magnetic forces, 𝑀𝐷1,2 are damping moments, 𝑀𝐷1 =

−𝐶1 − 𝐶𝑒(𝜑1 − 𝜑2), 𝐶1𝜑1̇ and 𝐶2𝜑2̇ are moments of resistance to viscous air, 𝐶𝑒(𝜑1̇ − 𝜑2̇) и 𝐶𝑒(𝜑2̇ − 𝜑1̇) 

are damping moments created by the elastic element, 𝑀(𝑔), 𝑀(𝑘) are returning moments of gravity and elastic 

forces, respectively, 𝑀(𝑔) = −𝑚𝑔𝑠 sin 𝜑1,2 , 𝑀(𝑘) = −𝑘𝑙(𝜑1 − 𝜑2), 𝑟 = 𝑚𝑔𝑠, instead of the sine function, 

we use the shortened Taylor series, sin(𝜑) ≅ 𝜑 −
𝜀

6
∙ 𝜑3, 𝑠 is a distance between the pendulum center of 

mass and the axis of rotation, 𝑚 is the biggest pendulum mass, 𝜀 is a small parameter characterizing the ratio 

of two pendulums masses, 𝑘𝑙 is the binding elastic element stiffness.  
 

 

Figure 1: Schemes of the single particle and the magnetic force interaction (Fig.1a) and of the coupled pendulums system (Fig.1b). 
 

Results and Discussion 
 

The multiple scales method is used. In zero approximation, the relation 𝜑10 = 𝜑20 is obtained for the 

coupled (in-phase) vibration mode, and the relation 𝜑20 = 0  is obtained for the localized vibration mode. 

Numerical simulations show a good exactness of the obtained analytical solution for relatively small values 

of the parameter ε. With increasing the parameter 𝜀 there is a gradual transition from the localized vibration 

mode to the out–of–phase one. Numerical simulation, including calculation of the frequency spectrum, and 

analysis of this NNMs stability under change of the system parameters and initial angles, permits to reveal of 

regular behavior in the shape of NNM, as well irregular behavior, preferably for small values of the initial 

angles of the pendulums, and for relatively small values of the parameters 𝑘𝑙 and 𝑠.  
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Abstract. We study a resonance behavior of two system with a limited power-supply (or non-ideal systems, NIS). 

Namely, the NIS having the pendulum as absorber, and the NIS presented the portal frame are considered. The multiple 

scales method is used to describe such systems dynamics near the resonance 1:1. Transient in these NIS is successfully 

constructed using the rational Padé approximations. Tending of the transient to the resonance steady state with increase 

of time is shown. 
 

Introduction 
 

The systems with limited power supply (or non-ideal systems, NIS) are characterized by interaction of the 

source of energy and elastic sub-system which is under action of the source. For NIS the external applied 

excitation depends on the excited elastic sub-system dynamics. The most interesting effect appearing in non-

ideal systems is the Sommerfeld effect [1], when the large amplitude resonance regime is appeared, and the 

big part of the system energy passes from the energy source such vibrations. Resonance dynamics of the 

systems with limited power supply is first analytically described by V.Kononenko [2]. Then different aspects 

of the NIS dynamics are investigations in numerous papers (see, in particular, an overview [3] and a book 

[4]). We analyze here a resonance dynamics of two 3-DOF non-ideal systems (Fig.1), namely, the system 

having the pendulum as absorber, and the system describing dynamics of the portal frame having the shaft 

supported by two bearings where two steel wires have essentially nonlinear characteristics. Both steady state 

resonance regimes and transient are constructed in such systems.  
 

     
Figure. 1. Two models under consideration 

 

 

Results and discussion 
 

Dynamics of the system resonance behavior is described by the multiple scales method, where the small 

parameter characterizes a smallness of the absorber masses with respect to the masses of the system elastic 

part, a smallness of vibration components in variability in time of the motor rotation angle velocity with 

respect to the main constant component, a smallness of dissipation. Small nonlinearity in elastic forces is 

also taken into account. A steady state is constructed. Then a transient in the system is successfully 

constructed by Padé approximants containing exponents. Numerical simulation demonstrates both the good 

accuracy of the constructed steady state, as well an approach of the obtained transient to the resonance steady 

state with increasing time. It is also shown that the essential reduction of the resonance vibration amplitudes 

can be obtained by choose of the system parameters. 
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Abstract. This work focuses on the dynamic analysis of cable-actuation processes of clustered tensegrity V-Expander
modular structures. We present the study of energy-efficient cable actuation strategies for clustered tensegrity V-Expander
towers subjected to shape changes in extension, flexure, shear, and torsion. First, based on the Lagrangian method and
FEM approach, the equations governing the statics and dynamics of clustered tensegrities are given. After that, we analyze
the nonlinear static and dynamic behavior during morphing processes realized with different actuation speeds. Then, the
actuation efficiency of each particular choice of actuating cable is evaluated and discussed. The approaches developed
here have general validity and can be used to design other types of cable-driven tensegrity structures.

Introduction

V-Expanders are lightweight [1], deployable, and easy to assemble tensegrity modules [2]. The topology of
a V-Expander tower assembled by two or more elementary cells is shown in Figure 1. A clustered string is
a group of individual cables combined into one continuous string that runs over pulleys or through loops at
the nodes [3]. We present the study of an energy-efficient cable-actuation strategy for clustered V-Expander
tensegrity structures subject to different shape changes based on the nonlinear clustered tensegrity dynamics
and statics. Based on the Lagrangian method and FEM approach, the equilibrium equations of statics and
dynamics for clustered tensegrity structures are given. Then, the cable-actuation process is realized by choosing
suitable sets of cables as active and passive elements among the whole set of cables. The length of the active
cables decreases during actuation, while passive cables adjust their length accordingly following the motion
of the structure. Five shape-change types are considered: stretching, shrinking, flexure, shear, and torsion, as
shown in Figure 2. We analyze the nonlinear static and dynamic behaviors during the morphing process with
different actuation speeds. The actuation efficiency of each particular choice of active and passive cables is
also discussed. The approaches developed in this paper can also be used to design and analyze other types of
deployable cable-driven tensegrity structures.

Figure 1: The V-Expander tensegrity: (a) the front, top, and axonometric views of one V-Expander cell, (b) the V-Expander column
with different complexities. The thick blue lines are bars, and the thin red lines are cables.

Figure 2: The energy-efficient cable-actuation strategy for the five shapes changes: (a) stretching, (b) shrinking, (c) flexure, (d) shear,
(e) torsion. The solid and dotted lines represent the mode shapes and the initial configuration, respectively.
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Abstract. PILine® ultrasonic motors belong to the group of standing wave ultrasonic motors and use certain eigen-
modes of a piezoelectric actuator to generate motion. The motion of the actuator is transmitted to a moving slider by
means of friction using a coupling element, which performs a high-frequency oblique or elliptical motion. Within this
contribution, a typical noise phenomenon related to operation of standing wave ultrasonic motors is investigated by means
of experimental observations and a model-based analysis of vibro-impact dynamics caused by the nonlinear interaction
between coupling element and slider. After introducing the basic driving principle of standing wave ultrasonic motors and
an appropriate model reduction, numerical parameter studies are carried out for the normal motion of the piezoelectric
actuator. Depending on the chosen parameters, the results show significant subharmonic oscillations, which are in good
agreement with the corresponding experimental observations.

Introduction

Although being commonly used in many different applications, ultrasonic motors can be very sensitive with re-
spect to certain driving conditions, in particular when they are operated under open-loop conditions. Depending
on the specific application, several undesired noise phenomena related to the operation of ultrasonic motors are
known from literature, which are typically handled by using advanced driving or control techniques (e.g. [1]).
However, improved understanding of the relevant dynamic processes is required in order to efficiently develop
new ultrasonic motor and corresponding control structures.
Model-based investigations on ultrasonic motors are mostly carried out regarding their mechanical performance
and neglecting the dynamics of the piezoelectric actuator (e.g. [2]). On the other hand, only few publications are
known accounting for the nonlinear interaction between coupling element and slider as a possible mechanism
for the onset of low-frequency vibrations (e.g. [3]). Within this contribution, subharmonic oscillations due to
vibro-impact dynamics of the ultrasonic motor are discussed using experimental and model-based approaches.

Results and discussion

Under certain open-loop driving conditions, the PILine® experimental set-up under investigation generates a
squealing noise although being operated in the ultrasonic frequency range. In order to investigate the corre-
sponding dynamics, the normal motion of the piezoelectric actuator is measured using a Polytec VibroFlex Xtra
laser vibrometer. The results contain significant vibrations below the ultrasonic excitation frequency fe, which
can be identified as subharmonic oscillations with base frequency fb = 1

nfe.
For a corresponding model-based analysis, a simple model for the normal actuator motion y is given by

mÿ + dẏ + cAy +N = 0, N =

{
cP (y + a sinωet− h), contact
0, separation

. (1)

Herein, m is the mass of the piezoelectric actuator, d and cA are damping and stiffness properties of the normal
actuator suspension andN is the normal contact force, which is determined using the local contact stiffness cP .
a and ωe = 2πfe are the excitation amplitude and angular frequency, respectively, and h corresponds to the
location of the slider.
Over a wide range of parameters, the corresponding numerical results show decaying oscillations with a non-
trivial frequency. Using an averaging approach to separate the slow system dynamics from the fast excitation,
this non-trivial frequency can be identified as the natural frequency of an averaged system for the slow system
dynamics. Herein, the non-smooth contact characteristics are replaced by an average normal contact force
subjected to a smoothing effect due to the high-frequency excitation of the piezoelectric actuator. This kind of
system behavior is considered as regular floating type operation of standing wave ultrasonic motors.
However, the numerical results also contain stable low-frequency solutions for certain parameters, which can
be identified as subharmonic oscillations and show good qualitative agreement with the corresponding experi-
mental results. In this case, the actuator performs a bouncing type normal motion, such that longer separation
phases occur in contrast to the desired purely high-frequency motion. This behavior may cause the previously
described undesired noise as well as reduced dynamics and performance of the ultrasonic motor.
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Abstract. Geometrically nonlinear free vibration of the shallow shells of an arbitrary shape of the plan with variable 

thickness is studied. The shell is fabricated from functionally graded materials (FGM) and supported by elastic foundation. 

The refined shear deformation theory of the first order (FSDT) is used to obtain the theoretical formulation of the problem. 

Simple power law is applied to calculate the effective characteristics of the FGM in the thickness direction. Variation of 

the thickness of the shallow shells is carried out according to the given law: it can be linear, parabolic or another law. 

Elastic foundation is described by Pasternak’s model. The proposed approach is based on application of the R-functions 

theory, variational Ritz’s method, and procedure by Bubnov-Galerkin.  
 

Introduction 
 

From the analysis of the available literature, it can be concluded that there is a small number of publications 

in which the question of linear vibrations of the FGM shells with variable thickness, resting on an elastic 

foundation [1, 2], is studied. And there are practically no works on nonlinear vibrations of shallow shells of 

variable thickness, with complex shape in the plan. The present study focuses on these questions. The system 

of nonlinear equations of motion for FGM shallow shells is received using FSDT and Hamilton’s principle. It 

is assumed that a plan form of the shell can be complex. Power law is used to calculate the effective material 

properties. Influence of the foundation is considered through relation 2
0 w Pp K w K w= −   [1]. 

Results and discussion 
 

Proposed method is based on approach developed by authors earlier [3], which uses the R-functions theory [4] 

essentially. Validation of the suggested method and created software is made by comparison of the calculated 

results with known ones. New results for shallow shells with square and complex shape of the plan were 

obtained. For example, backbone curves for clamped (CL) and simply supported (SS) FGM (Al/Al2O3) square 

cylindrical shells ( )/ 0.2, / 0x ya R a R= =  with parabolic [2] ( ) ( )( )2

0, 1 /h x y h x a= −  ( )0.5 = and 

constant thickness ( )0 = are presented in Fig 1, 2.Behaviour of the nonlinear frequencies is shown in 

Fig.3. 

 

   
Figure 1: Backbone curves of 

cylindrical shell (Kw=0, Kp=0) 

Figure 2: Backbone curves of 

cylindrical shell (Kw=10, Kp=100) 
Figure 3: Nonlinear frequencies of 

cylindrical shell 
 

As expected, the greatest increase in nonlinear frequencies is observed for clamped shells. Decreasing the 

parameter   increases the thickness of the shell and, consequently, increases the value of the frequencies. 
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Abstract. Free vibration analysis of geometrically nonlinear FGM sandwich porous plates of different shape and boundary 

conditions are studied. The face layers are composed of FGM (mixture of metal and ceramics) and the isotropic core is made 

of ceramics. The employed mathematical model is framed in the context of the first order shear deformation theory (FSDT). 

The power-law model is applied to determine the effective material properties of the structure. The R-functions theory 

combined with variational Ritz’s method are used to carry out the free vibration analysis of porous sandwich plates. The 

natural frequencies of porous FGM sandwich plates are studied upon variation of the porosity to appreciate the underlying 

frequency linear shifts. New results for plates of complex shape with a hole are reported. The effects of the porosity volume 

fraction, the porosity models, the type of FGM, the layup of layers, boundary conditions on the linear and nonlinear frequencies 

are investigated. 

Introduction 
 

Functionally graded materials are new types of composite materials that have been extensively applied in many 

manufacturing processes in the last decades. These materials made of alloys of metal and ceramics do not 

typically suffer the stress discontinuity that is observed in multi-layered composites. Use of the FG sandwich 

structures allows to solve some mechanical problems since the gradual variation of material properties is 

attained at the interfaces between the core and face layers. Porosities and micro-voids are technical challenges 

rising out of the manufacturing process which lead to a reduced mechanical performance of FGM. That is why 

this issue has motivated wealth of theoretical and practical studies [1]. In this paper FSDT is used to investigate 

linear and geometrically nonlinear vibrations of porous FGM sandwich plates endowed with different shapes 

and boundary conditions.  

Results and discussion 
 

The proposed method consists of three steps. The linear vibration problem is solved in the first step. To solve 

this problem the R-functions theory [2] combined with the Ritz method are employed in a distinctively new 

approach. The main advantage of the R-functions theory is the possibility of constructing admissible functions 

in analytical form practically for an arbitrary domain. The eigenvalues and eigenfunctions found in analytical 

form are employed in the second step. Solution of the auxiliary inhomogeneous task of elasticity problem 

allows to reduce the initial system of PDEs to the following nonlinear second order ODE:  

𝑦1̈(𝑡) + 𝜔𝐿
2𝑦1(𝑡) + 𝑦1

2(𝑡)𝛽 + 𝑦1
3(𝑡)𝛾 = 0.    (1) 

 
The solution of equation (1) is carried out in the third step, both numerically via the 4th order Runge-Kutta 

integration method and analytically by the method of multiple scales. The values of the coefficients in equation 

(1) are obtained in analytical form as integrals above given domain [2]. Figure 1 demonstrates effect of the 

porosity on frequency (linear and nonlinear) for Al/Al2O3 sandwich plate with different layup of layers. 

 

     
Figure 1: Linear and nonlinear frequencies of Al/Al2O3 sandwich plate with different layup of layers and type of porosity α 
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Abstract. This research aims to analyze the stability of bi-stable dome-shaped structures represented as a lumped pa-
rameter viscoelastic Von Mises Truss under different boundary conditions. Traditionally, the stability of these lumped
parameter systems has been studied under pin-pinned boundary conditions. However, a closer investigation of the defor-
mation of the dome reveals that the contact between the dome and the surface is not fixed. Instead, it slides outwards as
the dome is indented. This phenomenon raises the question of whether the stability will alter if the boundary conditions
are altered. With this motivation, we explore two alternate boundary conditions: 1) symmetric and 2) asymmetric. We
demonstrate how relaxing or constraining the contact surface leads to change in the bifurcation point. This work allows us
to gain some fundamental insights in modeling and controlling the spatiotemporal behavior of biological and engineering
structures.

Introduction

The study of viscoelastic domes has mainly been limited to either experiments or finite element simulations.
Recently, Gomez et al. [1] studied the stability and dynamics of a viscoelastic dome represented as a lumped
parameter Von Mises truss. They analyzed the dynamics in the pseudo-bistable region using the method of
multiple scales and derived an analytical expression for the snapping time. Liu et al. [2] used a similar lumped
parameter system to study the effect of dimple-shaped imperfections on the stability of viscoelastic domes.
However, most treatments of these systems using lumped parameter models consider pin-pinned boundary con-
ditions and do not take into account the sliding of the dome as it is indented. If the dome were to be connected
to another structure, then the manner in which the joint between the dome and the structure is implemented
would dictate the boundary conditions of the dome. This motivates us to explore alternate boundary conditions.
Here we study two alternate boundary conditions: 1) where both the pin joints in the conventional system are
replaced by sliders (Figure 1(a)), and 2) an asymmetric boundary condition, where only one of the pin joints
is replaced with a slider. We also study how friction at the sliders influences the stability of the system.

(a)

0 0.1 0.2 0.3 0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

(b)

0 0.1 0.2 0.3 0.4
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Pinned

Asymmetric No Friction

Asymmetric Friction

(c)

Figure 1: (a) Schematic of Von Mises Truss in undeformed or natural configuration (gray) and deformed configuration
(red), (b) Equilibrium points (Veq) of system in (a), plotted against the bifurcation parameter (λ), i.e. the relative stiffness
between the viscoelastic element and the truss’s central springs, for various horizontal spring stiffness (Kf ), and (c)
Bifurcation diagram for the system with asymmetric boundary condition, with and without friction, compared against the
conventional system with pin-pinned boundary condition. Solid lines indicate stable equilibrium points. Dashed lines
indicate unstable equilibrium points.

Results and Discussion

The parameter value at bifurcation (λb) varies non-linearly with the horizontal spring stiffness (Kf ). With
increase in horizontal spring stiffness, the equilibrium points converge to those of the conventional system as
shown in Figure 1(b). The influence of the asymmetric boundary condition on the equilibrium points of the
truss is shown in Figure 1(c). We find that when the boundary conditions are relaxed, the bifurcation occurs at
a lower parameter value. Friction at the sliders also causes the system to bifurcate at a lower parameter value.
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Abstract. A bio-inspired Origami pattern known as the Kresling pattern can make a versatile spring that is capable of
exhibiting linear, nonlinear, and bistable behavior. One of the most notable yet often overlooked attributes of this Kresling
Origami spring (KOS) is its kinematics that intrinsically couples the translation and rotational degrees of freedom. We
employ this attribute in the design of an energy dissipating column that transmits incident energy (loads and impacts) into
rotational motion at the base of the column, that is then dissipated by dry friction. The amount of energy dissipation can
be tuned by adjusting the geometric design parameters of the KOS, the friction coefficient at the base, and/or the stroke
distance.

Introduction

Countless architectures emerge in nature as a result of evolutionary processes occurring at several length scales.
In the entima of Hawk moths (Acherontia atropos [1]), lies an intricate corrugation-like architecture that is
related to an Origami pattern known as the Kresling pattern. Among the many different applications inspired by
this unique pattern, engineers have proposed its utilization as a nonlinear tunable spring for niche applications
including locomotion, switching, vibration isolation, and impact absorption [2,3]. One key yet often overlooked
attribute of a Kresling spring is its unique kinematics which intrinsically couples translational and rotational
motions by a process of folding at the interfaces between the panels forming the spring [2]. Combining this
attribute with recent advances in computational modeling [1] and fabrication [3] permits designing compact
devices for energy capture and transfer that were, otherwise, made of bulky cams, gears, springs and traditional
mechanical elements. Herein, we exploit this translation-rotational coupling to design origami-inspired impact
absorbing columns made of a stack of Kresling springs, particularly intended to convert incident pulse loads or
displacements into in-plane rotation. The rotational energy is then dissipated through dry-friction pads mounted
at the base of the column (Fig. 1a). We develop analytical and computational models to capture the response
of the proposed impact absorber and tune its behaviour to maximize energy dissipation as function of i) the
number of stacked Kresling units in the column, ii) the individual geometric properties of the unit, and iii) the
geometry and size of the base. An optimum design is then fabricated and tested for assessment of its intended
function and performance.
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Figure 1: (a) Origami based column; (b) typical force-deflection curve as a response to incident loads.

A short note on the mechanical response

The response of ta Kresling based column made of N units depends on the geometric parameters of the Kresling
unit, namely, radius R, relative angle ϕo, height uo, flexible frame width w, and panel thickness t. Those
parameters (uo/R, ϕo, w/t) define the mechanical response prior to the onset of sliding. After the onset of
sliding, the friction coefficient between the friction pad and the base solely dictates the ensuing force-deflection
response, provided that the developed shear forces at the base maintain sliding friction during which energy
U is dissipated (shaded region in Fig. 1b). The dissipated energy scales with the number of unit cells; i.e.
(U ∝ N).
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Abstract. This work presents a novel asymptotic method that drastically reduces the computational effort to determine
the dynamical behaviour of cantilever slender structures with nonlinear friction at the attachment. The resulting resonance
curve for these structures, despite of being frequently computed using a high fidelity finite element model, looks very
similar to that from a one dimensional nonlinear oscillator. Therefore, using asymptotic techniques we derive an equivalent
one dimensional nonlinear model that captures the physics of the problem in the time scale of interest. The computation
of the nonlinear resonance curve with this asymptotic model is reduced to the evaluation of a simple analytical expression,
and it shows a very good agreement with full nonlinear FEM simulations.

Introduction

The accurate computation of the dynamical response of a bladed-disk system usually requires finite element
models with millions of degrees of freedom. Each sector presents nonlinear friction effects at the contact
interfaces, which are crucial to correctly determine the response of the system but only affect a very small
subset of degrees of freedom [1]. These effects produce the dissipation that saturates the vibration amplitude
of the system produced by an instability (flutter) or by external excitation close to a resonant frequency (forced
response). Since nonlinear friction is small, the system is numerically stiff, and the integration over a large
number of elastic cycles is required for the system to converge. However, even when using a highly detailed
FEM model, the resonance curve for a cantilever blade with nonlinear friction effects at its root looks similar
to that of a one dimensional nonlinear oscillator.
The most commonly used reduction techniques rely on the restriction of the motion of the structure to a finite
set of modes (e.g., Craig-Bampton [2]). Nevertheless, the approach in this work is quite different, and it is
based in asymptotic perturbative techniques that have already been successfully applied to mass-spring models
[3]. Using the fact that nonlinear friction is a small effect, we separate the system into two time scales: a fast
one, which corresponds to the oscillations with the elastic frequency of the blade; and a slow modulation, where
the effect of nonlinear friction at the contact interfaces is relevant. This method is suited for slender structures
with nonlinear friction effects at the attachment, like cantilever blades in a turbomachinery bladed-disk.

(a) Resonance curve computed using the asymptotic
model. The red dots are full order model solutions.

(b) Friction cycle of one of the contacts with stick-slip
transitions and gap-contact states.

Results and discussion

The complete FEM equations of a detailed structure is reduced to an equivalent one dimensional nonlinear
equation. In particular, we apply these techniques to the forced response of a simplified blade like model with
a stick-slip friction law and contact-gap configurations (see Fig. 1b). The resonance curve computed from the
asymptotically reduced one dimensional equation is shown in Fig. 1a, which just requires the evaluation of an
analytical expression. The model is able to capture highly nonlinear effects and shows a very good agreement
with the full model, which requires several hours to converge each point in the resonance curve in Fig. 1a.
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Abstract. Seismic design of RC high-rise buildings is commonly performed with simplified pushover 

strategies. The conventional pushover methods have added great acceptance and have become a standard tool 

for seismic assessment in many codes. However, for high-rise buildings, the high-mode effect is so substantial 

that the conventional method does not estimate the seismic demand fairly. Therefore, several modal and 

adaptive pushover methods have been proposed. This paper aims to compare nine representative Non-linear 

Static Procedures (NSP) with Nonlinear Time-History Analyses (NLTHA) for high-rise RC dual system 

buildings and propose modifications oriented to improve their use in this type of structure. In seismic design, 

dual systems are commonly used to resist the lateral load, being composed of shear walls and frames, these are 

convenient because of the possibility of controlling the drift at both top and bottom stories, their high structural 

redundancy, and several architectural advantages. 

Introduction 
According to previous studies [1] the conventional nonlinear static procedures [2] are somehow unable 

to consider the higher mode effects. To overcome these limitations and deficiencies, numerous multi-mode 

pushover analysis methods have been developed: Modal Pushover Analysis [3], N2 [4], Consecutive Modal 

Pushover Analysis [5], Adaptive Pushover Analysis [6], and Spectrum-based Pushover Analysis [7], among 

others. Previous studies [2-4,6] have shown that the applicability of such methods, which are preliminarily 

developed for frame structures, is not guaranteed for other structural configurations. However, only few studies 

have investigated the accuracy and applicability of pushover analysis in the quick seismic demand calculation 

of shear wall and wall-frame structures [6]. Furthermore, most of these multi-mode pushover methods cannot 

efficiently estimate the seismic demands of frame structures with sufficient accuracy. Hence there is still a 

need for developing an accurate and efficient method for predicting the seismic demand of high-rise dual 

system buildings. In the current study, four prototype dual system 30 and 45-storey buildings (B30A, B30B, 

B45A, B45B), are designed for the site location of Delhi; they are modelled in OpenSees software. 

 
Fig. a. Plan layout of the prototype buildings, b. 2D Dual wall-frame system on the right of the RC wall, the 

leaning column is shown, c. Pushover curve for the B45A prototype building, d. Determination of a 

performance point. 

Results and discussion 
This paper presents a numerical study about the reliability of pushover analyses (conventional, modal, and 

adaptive) for high-rise RC dual system buildings. The study consists of comparing the results of four 30 and 

45-storey representative prototype dual system buildings with nonlinear dynamic analyses for several 

representative seismic records. Although Modal Pushover and Adaptive Pushover methods perform better than 

the conventional pushover methods, there are still some concerns regarding high-rise dual system buildings. 
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Abstract. In this work we consider the free oscillations of a fixed-free nonlinear Euler Bernoulli beam in contact with a rigid 

cylindrical constraint. In addition to the geometric nonlinearity due to deformation, the unilateral constraint introduces 

nonlinearity due to change in effective beam length as it deforms. We explore the existence of nonlinear normal modes 

(NNMs) and their dynamics in this dynamical system invoking the Galerkin method, method of averaging and FE methods. 
 

Introduction 
 

Energy dependent frequency of oscillations of a pendulum is well known. Owing to Huygens (1656) ingenuity 

of varying the effective length of string as it wraps/unwraps around (cycloidal) foundation, the oscillations 

were rendered isochronous. In the late twentieth century, researchers started investigating the dynamics of 

flexures as they wrap/unwrap around obstacles. Fung et al. [1] considered Euler-Bernoulli beam with rigid 

cylindrical foundation on one side and investigated the effect of the resulting nonlinear transversality condition. 

Crespo da Silva et al. [2] developed a nonlinear Euler-Bernoulli beam model with inextensibility constraint 

and explored the free and forced nonlinear oscillations and the resonances thereof. In the current study we 

consider the nonlinear beam [2,3] coming into contact with a unilateral cylindrical constraint (Fig. 1). 
 

 
 

Figure 1: Kinematics of the nonlinear beam. 
 

Discussions 
 

To study the conservative dynamics of the beam, we use the principle of noncontemporaneous variation 

resulting in the governing equation Eq. (1), where notations and symbols have usual meaning. In this study we 

consider point-wise inextensibility of the beam and introduce Lagrange multiplier to incorporate the 

corresponding constraint. Considering a fixed-free boundary condition, the beam wraps around the cylinder 

such that 𝑢 and 𝑣 conform to the constraint (𝑠 + 𝑢)2 + (𝑎 + 𝑣)2 = 𝑎2 over the region 0 ≤ 𝑠 ≤ 𝛾(𝑡). The axial 

force in the beam over this domain is constant and is equal to 𝐹 = −𝐸𝐼𝑣𝑠𝑠𝑠(𝛾(𝑡))𝑣𝑠(𝛾(𝑡)). However, the axial 

force (Eq. (2)) in the subsequent domain 𝛾+(𝑡) < 𝑠 ≤ 𝐿 is time varying such that the force at the free end is 

zero. In essence, such a varying axial force is required to maintain the overall inextensibility of the beam.  
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The transversality condition to be satisfied at the last point of contact (𝛾(𝑡)) corresponds to the difference 

between a combination of 𝑣𝑠𝑠𝑠 and its lower derivatives before and after this point of contact. Owing to the 

complexity of the problem, our analytical study considers a combination of Galerkin method, method of 

averaging and finite element methods to explore the existence of nonlinear normal modes [4,5] and their 

stability thereof. 
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Abstract. Springs made by employing the Kresling origami pattern have various unique characteristics that can be
tailored by simply tuning their geometrical design parameters. One of these characteristics is the ability of these springs
to behave as a simple coupling mechanism that transforms translational motion into rotational motion and vice versa. We
exploit this coupling feature to design a structure that can effectively convert the energy incident by an axial load into
a rotational energy which can be harnessed through a rotary energy harvester consisting of a magnetic mass inside an
induction coil.

Introduction

Over the past few years, origami has inspired the design and fabrication of various structures and materials with
unique mechanical characteristics that are useful in many engineering applications. Specifically, the Kresling
pattern is a class of non-rigid origami patterns which is used for building springs having several favourable at-
tributes, such as tunable stiffness, multistability, translation-rotation motion coupling, and quazi-zero-stiffness
(QZS) to name a few [1, 2]. In this work, we utilize the translation-rotation coupling feature of the Kresling
origami springs (KOS) for applications in energy conversion and harvesting. In particular, the special kinemat-
ics of the KOS transforms translational motions applied at one end into rotational motions at the other end. The
rotational energy can then be exploited by attaching an energy conversion mechanism, such as a harvester, at
the base. The amount of energy that is harnessed is proportional to the change in magnetic flux, which, in turn,
is proportional to the angular velocity of the magnet rotation inside the coil. Figure 1a shows a schematic of the
proposed harvester. To study the dynamic behaviour of the KOS under loading across the design space defined
by its main design parameters, we build a computational model, based on finite element methods (FEM) [3],
using COMSOL Multiphysics. Simulations are carried out to find the optimum design that maximizes angular
velocity and energy conversion efficiency. The results are validated by experimental measurements using an
Instron universal testing machine (UTM) and an in-house built impact testing setup. Tested samples are fabri-
cated by multimaterial 3D printing using a polyjet printer (Stratasys J750). Finally, the optimum performing
design is used to construct the harvester, and energy conversion is demonstrated experimentally by attaching a
magnetic mass and an induction coil at the base.

Figure 1: (a) Schematic of KOS stack with energy harvester, and simulation results showing contour maps of (b) peak angular velocity,
(c) converted energy, and (d) conversion efficiency.

Results and Discussion

Simulation results shown in figures 1b-1d depict contour maps of the peak angular velocity, ˙ϕm, converted
energy, Ec, and conversion efficiency, η, across the design space. We fabricated and tested several designs
scattered throughout the design space, and compared their behaviour with the simulations, which showed good
agreement.
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Abstract. The effects of the interaction between pulsating dead and follower forces on the linear and nonlinear 
behaviours of a cantilever visco-elastic beam are discussed in this research work. The beam is modelled as an inexstensible 
and shear-undeformable one-dimensional polar continuum, that is loaded at the free end by both periodically varying in 
time dead and follower forces. Linear and nonlinear stability analyses of the trivial rectilinear configuration are performed 
via asymptotic and numerical methods. The effects of the combined load actions on the critical response, i.e. on the 
stability threshold, and on the post-critical behaviour, i.e. on the limit-cycle amplitude, are detected and discussed. 
 

Introduction 
 

The dynamic stability and the nonlinear analysis of structures under the action of pulsating loads, and follower 
forces, has been the object of several studies in the literature [1,2]. Due to these actions, different dynamic 
interesting phenomena may arise, also including: simple and circulatory Hopf bifurcations [2-4], damping 
destabilization paradox [2], double-zero bifurcation [5], parametric excitation inducing instability [1], super- 
and sub-critical limit-cycles, hard loss of stability and quasi-periodic motion. 
However, although all these kind behaviours have been in-depth analysed when a single action, dead or 
follower, is applied, periodically varying in time or constant, less attention has been devoted to the interaction 
phenomena, on both the linear and nonlinear fields, occurring when these kinds of actions are simultaneously 
applied. 
This research line is framed in previously mentioned context, and aims to shed the light on the above discussed 
interaction phenomena, by analysing the linear and nonlinear dynamics of a clamped visco-elastic Beck’s beam 
(sketched in Fig. 1), loaded by two type forces: i) a dead load, whose intensity is periodically varying in time; 
ii) a follower force, keeping its direction tangent to the axis line, whose intensity consists of a constant plus a 
periodically varying part. The analysis is carried out trough asymptotic and numerical approaches, grounded 
Multiple Scale Method and Finite Difference Method, respectively. 
 

 
 

Figure 1: Clamped beam under the action of pulsating dead and follower forces. 
 

Results and discussion 
 

The main results of this work can be summarized in: (i) the asymptotic and numerical detection of the stability 
charts and (ii) of the bifurcation equations, governing the dynamics around the simple Hopf bifurcation; (iii) 
the analysis of the limit-cycle amplitude, arising in the post-critical regime. The effects of the interaction 
between dead and follower parametric excitations have been discussed both in the linear and nonlinear field, 
thus finding safe and dangerous loading conditions, with respect to the overall dynamic behaviours. 
A good agreement between the asymptotic results and the numerical solutions has been detected, thus entailing 
that the developed multiple-scale algorithm is an effective tool in analysing the linear and nonlinear 
behaviours.  
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Abstract. “Rocking the pipe” is employed as a technique to reduce static friction while drilling oil wells with a mud
motor. In this work, we investigate the dynamics of pipe rocking in the presence of drillpipe-wellbore clearance using
Cosserat rod theory. The numerical results for a single frequency rocking input at the surface show that the system
behavior is inherently nonlinear: the downhole section undergoes coupled rotational and lateral motion due to frictional
contact interaction, and their characteristics are dependent on the frequency and amplitude of the rocking input. These
results demonstrate that “rocking the pipe” can result in excitation of lateral vibrations in the downhole tool, which needs
to be taken in to account while designing optimal rocking regimes to ensure smooth drilling.

Introduction
Directional drilling for oil wells can be accomplished by slide drilling, wherein a mud motor which converts
hydraulic power to mechanical torque is used as the power source. A drawback of slide drilling is its low
efficiency, due to drag losses as a result of axial sliding along the wellbore. One possible solution is to “rock
the pipe” at the surface, so that a portion of the drillpipe remains in dynamic contact with the wellbore thereby
reducing friction. However, this rocking motion must be designed carefully and not transmitted to the bit, as
that can lead to loss of directional control. Many researchers have explored optimal rocking regimes in slide
drilling, using empirical studies based on measured field data [1], as well as linear models that consider the
axial and torsional dynamics of the drillpipe [2]. However, the nonlinearity associated with the drillstring-
wellbore contact is seldom considered. While the Kirchoff rod model [3] is the most prominent method to
incorporate the nonlinear contact dynamics, we consider the Cosserat rod model in our study, in order to
leverage existing computational packages available for simulating the dynamics of Cosserat rods [4]. To model
drillstring dynamics, we developed an algorithm to account for cylindrical contact in the software, and the
salient results obtained for a sinusoidal rocking input are shown in Fig. 1.

Figure 1: Dynamics of drillpipe in a curved wellbore with clearance, subjected to a rocking input at the surface. The leftmost plot shows
the deformation at the end of the simulation, and the inset shows the region of the drillpipe in contact with the wellbore. The middle
plots show the time history of motion of the cross-section of the drillstring in the horizontal section. The rightmost plots compare the
amplitude and frequency of the rotation speed at the surface and downhole for the rocking input.

Results and Discussion
The leftmost plot in Fig.1 shows that the static deformation of the drillpipe in a curved wellbore with clearance is
non-planar, with only a part of the drillpipe being in contact with the wellbore (as highlighted (in red) in the inset
figure, which shows the planar projection of the deformed shape). A consequence of this contact interaction is
that the lateral and torsional modes of deformation are now coupled, and the drillpipe in the horizontal section
rolls on the surface of the wellbore (as shown in the middle plots of Fig. 1). For a single low-frequency rocking
input at the surface, the downhole rotation speed is observed to consist of many frequency components, with the
dominant component being much higher than the input frequency (rightmost plots of Fig. 1). Further numerical
simulations show that the dominant frequency component is dependent on the wellbore configuration, as well
as the surface input parameters. These results demonstrate the need to consider the nonlinear dynamics of
contact interaction while designing optimal pipe rocking regimes for slide drilling.
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Abstract. Often the ancient Japanese art form Origami has inspired engineers to develop functional engineering systems. We 
are particularly interested in Kresling pattern origami and developed functional Kresling Origami Springs (KOS). In this work 
we theoretically and experimentally study the coupled KOSs and the varied characteristics that entail under torsional loads. It 
is demonstrated that by varying the total height of the coupled KOS the torsional stiffness can be readily tuned. The preliminary 
analysis under dynamic loading exhibited interesting complex dynamics.  
 

Introduction 
 

In recent times, origami has emerged from being just an art to a platform for building functional engineering 
systems with versatile characteristics. There are various patterns of origami that have been studied in the 
literature for engineering applications and one such pattern that has garnered significant attention is Kresling 
pattern origami. With its high load bearing capacity, tunability, programmability and unique deployment 
characteristics it inspired the design of flexible antennas, selectively collapsible structures, robot manipulators 
and crawling and peristaltic robots. However, the traditional origami materials often employed introduce 
inevitable uncertainties and limit the functionality with low fatigue life. Overcoming these challenges, using 
multi-phase materials functional and durable Kresling Origami Springs (KOS) with mono-stable, bi-stable 
potential and Quasi-Zero Stiffness (QZS) characteristics are developed [1]. Using the 3D printed KOS, we 
intend to study the rich dynamics of these structures which for the most part have been limited to theoretical 
studies. Towards that goal in this work, we experimentally study and analyse the coupling in the longitudinal 
and rotational degrees of freedom of the KOS. With that understanding we developed Kresling Origami Spring 
Pair (KOSP) with two KOSs of opposite chirality connected together as shown in Fig.1(a).  The KOSP is pre-
compressed to a certain height, uT, at which height as the pure rotation is prescribed at one end, the intermediate 
plane rotates and translates between the two fixed ends in the process compressing one constitutive KOS while 
expanding the another by an equal amount. As the direction of rotation is reversed the expansion and 
compression happens in the opposite KOSs as shown in Fig 1(b). The measured torque is the net effective 
restoring torque of the individual KOSs to the deformation. 
 

 
 

Figure 1: (a) Schematic of the Kresling Origami Spring Pair (KOSP); (b) Calculated potential energy from experimentally measured 
torque, in-figures show form of the KOSP at stable and unstable equilibria; (c) Potential energy tuning with pre-compression of 

KOSP (experimental), surface plot shows analytical prediction using truss model [2].  
 
 

Figure 1 (c), shows potential energy tuning of the KOSP with the pre-compressed height, starting at left the 
KOSP is monostable and as the KOSP is compressed, it undergoes super critical pitchfork bifurcation and the 
KOSP becomes bi-stable in torsion. On further compression at about uT/R~2.8 the KOSP becomes a QZS 
spring and on further compression the KOSP becomes monostable again. We find that with careful selection 
of design parameters interesting characteristics such as multi-stability and asymmetricity can also be realized. 
Based on our initial observation the varied static characteristics of the KOSP entail very interesting complex 
dynamic responses that can be manipulated for torsional vibration isolation, torsional wave guiding etc. 
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Abstract. In this contribution we present a generalized approach for the static and dynamic analysis of doubly curved shell 
structures laminated with generally anisotropic materials. Based on Higher Order Shear Deformation Theories (HSDTs), the 
three-dimensional static and the dynamic response of structures of very complex shapes is detected using a two-dimensional 
approach. The fundamental equations are obtained from the Hamiltonian Principle, and they are numerically solved by the 
Generalized Differential Quadrature (GDQ) method. The accuracy of the methodology is pointed out in some validating 
examples. Then, parametric investigations are performed on many laminated shells of different materials and shapes. 
 

Theoretical aspects and numerical strategies 
 

New advances in several engineering fields require alternative approaches for the numerical modelling of 
innovative materials and structures of very complex shapes. In this context, the geometric description is a key 
factor for an efficient prediction of the structural response. Referring to the evaluation of the unknown field 
variable, Higher Order Shear Deformation Theories (HSDTs) [1] are used with a generalized formulation so 
that the three-dimensional response of doubly-curved  structures laminated with generally anisotropic materials 
is predicted with a reduced computational effort (Figure 1). The present continuum-based model is based on 
an efficient homogenization of the constitutive material, taking into account all the possible coupling and 
stretching effects that occur in very complicated lamination schemes. Furthermore, an effective strategy for 
the assessment of surface and point loads is presented [2]. As far as the solution of the problem is concerned, 
the GDQ method is adopted to solve the fundamental equations directly in the strong form using a very little 
number of degrees of freedom [3]. Once the two-dimensional solution is derived, an efficient post-processing 
technique leads to an accurate prediction of the three-dimensional response of the structure even though the 
proposed formulation provides a two-dimensional solution of the problem under investigation. 
 

 

 

 
 

 
 

 
  

 

Figure 1: Two-dimensional GDQ modeling of laminated anisotropic doubly-curved shell structures. 
 

Numerical examples and parametric investigations 
 

The accuracy of the present higher order model is verified in a series of validating examples performed on 
structures of different shapes and materials, where the numerical results are compared to those coming from 
refined three-dimensional Finite Element models. Structures of different shapes and materials are studied, 
taking into account in the lamination scheme, among others, honeycomb cells, Functionally Graded Materials 
(FGMs) and Carbon Nanotubes (CNTs) [3]. Furthermore, the effect of a general variation of the constituent 
material is considered, as well as the presence of porosity. Finally, systematic parametric investigations are 
carried out in order to show the sensitivity of the geometry and the materials used. 
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Internal actuators and parametric oscillations in unconventional robotic locomotion
Phanindra Tallapragada∗
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Abstract. Unconventional means of actuation and modes of locomotion in robot can be achieved via the periodic
motion of internal degrees of freedom. Such internal actuation when coupled with other mechanics can produce motion
in a variety of physical settings, from fast fish-like swimming motion in water or terrestrial motion when coupled with
nonholonomic constraints to fast motion of soft robots. The talk will present results on the nonlinear dynamics of such
motion.

Introduction

Mobility in robots is usually achieved by a few common means; with a few exceptions these are wheels or
legs in ground robots, propellers in flying robots, articulated tails or fins and propellers in swimming robots.
However less explored is the means by which internal actuators or degrees of freedom, that do not directly
interact with the environment, produce locomotion. Periodic motion of an internal body such as a rotor can
produce a variety of gaits. This is demonstrated in four different settings. In the first, periodic oscillations of
an internal rotor inside a nonholonomic system, a Chaplygin sleigh, leads to limit cycles in a velocity space
and a serpentine motion of the Chaplygin sleigh [1]. When the body has an additional passive tail, these limit
cycles can undergo bifurcations resulting in different gaits [2]. In the second example the oscillations of a rotor
inside a Joukowski foil submerged in water creates a reverse Karman wake and leads to fish-like motion [1].
In the third example, high frequency internal vibrations enable a small body with bristles to propel itself due
to stick-slip motion or climb pipes and navigate a pipe network. In the last example, oscillations of an internal
rotor enables a body to jump. While the mechanics of the four examples differ, the common theme is that of
the motion of internal degrees of freedom.

Results and Discussion

The findings from the first two examples, is that fish-like swimming can be modeled as a nonholonomic system
subjected to periodic excitation. Building on the work in [1] and [2], it is shown that the propulsion speed has a
complex dependence on the frequency-amplitude of the excitation. Further more the periodic excitation, which
leads to periodic yaw motion of the body submerged in water, then couple parametrically to the roll oscillations
of the body. It can be shown that the swimming body becomes roll unstable for some frequency-amplitude
yaw oscillations, in a manner that is similar to that of the Mathieu oscillator, suggesting trade-offs in speed-
agility vs stability for underwater robots. More interestingly the addition of passive appendages on a fish-like
robot not only confers the ability to achieve different gaits, but also allows embodied sensing of hydrodynamic
wakes based purely on the kinematics of the passive tail. In the third example a body with bristles containing
a vibrational motor propels itself due to the slip motion enabled by parametric resonant oscillations. In [3] it
was shown that such a system can be modeled by a Mathieu oscillator with slip dynamics. In more recent work
it is demonstrated that for a soft robot with a vibrational motor, which can be modeled by a Hill’s equation,
parametric oscillations when in an unstable regime enable the soft robot to navigate a pipe network or climb
pipes. In the last example, fast internal motion of a rotor inside a soft or a rigid body produces jumping motion.
The four examples demonstrate the versatility of motion that is possible through internal actuators.
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Abstract. Nonlinearities in modelling the dynamic behaviour of systems are often neglected for simplicity, however, 

accurate prediction of response and the issue of stability, especially in the cases of low tolerance on response, justifies 

the nonlinear dynamic model of a system. This study focuses on the analytical prediction of the unbalanced response of 

a Jeffcott rotor with rolling element bearings at ends supported on viscoelastic supports, and the role of support 

damping on the nonlinear dynamic behaviour, particularly the undesirable jump phenomenon of the rotor. Deformation-

dependent stiffness of rolling element bearings makes the system of equations nonlinear. A detailed study with non-

dimensional parameters is attempted to find optimum damping for minimizing the response. 

 

Introduction 
 

Considering the bearings at the ends of the rotor-shaft to have linear stiffness characteristic generally mean 

that the stiffness of the bearings does not depend on the deformation of the journal. However, it has been 

shown that the ball and roller bearings possess non-linear stiffness characteristic i.e. the stiffness of these 

bearings vary with the deformation of the rolling element [1]. The effect of these non-linear bearing stiffness 

characteristics on the unbalance response of the rotor in a rotor shaft system supported on viscoelastic 

supports has been studied. 

 

Results and discussion 
 

Figure 1 (left) shows the system schematically. As the excitation is sinusoidal in nature due to the unbalance 

in the rotor, the stiffness of the viscoelastic support is complex in nature. The deformation dependent 

stiffness of both ball and roller bearings has been found out in [1]. It is seen that the stiffness of the ball 

bearing is proportional to the square root of the deflection of the rolling element, whereas for a roller bearing 

the stiffness is proportional to the deflection of the rolling elements raised to the exponent 1/9. 

The method of solution is identical to that given in [2] where the authors have calculated the unbalance 

response of a rotor shaft system on nonlinear bearings and have not considered any support mass. 

 

           
 

Figure 1: System configuration (left) and unbalance nonlinear response (right) 
 

A detailed parametric analysis of the unbalance response amplitude of the rotor shown in Figure 1 (right) has 

been done to find out the effect of each parameter on the response. One parameter has been chosen each time 

and its value has been varied keeping the value of the other parameters unchanged. A jump phenomenon is 

observed visible mainly in the second peak of the unbalance response plot which is a typical characteristic of 

the system having non-linear element. 

 

References 
[1] Harris T. A., Mindel M. H. (1973) Rolling element bearing dynamics. Wear 23(3):311-337. 

[2] Genta G., A. Repaci, (1987) Circular whirling and Unbalance Response of Nonlinear Rotors. Proceedings of the ASME 

Conference on Mechanical Vibration and Noise, Boston, Massachusetts, Rotating Machinery Dynamics 2:441-448. 



A chain of real mechanical oscillators subjected to creep-slip friction and relatively
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Abstract. In this work, a real mechatronic system of coupled inertia oscillating under the action of relatively high-
frequency structural vibrations as well as its mathematical description is presented. A vibration exciter is incorporated
into the model system in the form of an imbalanced rotor, simulating the presence of real structural vibration. As such
kind of unavoidable excitation can be detected in any real machine’s functioning, the very small amplitude and relatively
fast forcing is proved to cause a significant change in frictional response of the observed real creep-slip motion.

Introduction

In the design, a structural vibration analysis of specific areas of the machine is often undertaken. The discussed
problems of dynamics are often caused by dry and viscous friction or a rotating imbalance occurring, among
others, in driving and braking systems, stabilizing platforms, miscellaneous turbine and pump solutions, etc.
The most common factor in these different types of vibration is that the structure responds with some repetitive
dynamical behavior that affects its physical properties, accurateness of positioning and other. The considered
system of mechanical oscillators can be modeled using the physical representation shown in Fig. 1.

(a) the experimental stand (b) physical model

Figure 1: A real chain of three coupled oscillators (against y1, y2, ω) with friction J–m–Jr (a) and its physical
model (b): A – stiff pendulum body of mass moment of inertia J , B – horizontally moving soft base, C –
stiff beam in a contact at R1 and R2 with the base B, coupling the two oscillators J–m, D – imbalanced rotor
mounted on C, elasticity: k1, k2 k3; structural damping: c1, c2 c3 of the spring elements and friction forces Ti.

Taking into consideration the three coupled inertia shown in the configuration from Fig. 1, i.e., the pendulum
body (A), the frictional oscillator (C) and the imbalanced rotor (D), we begin the analysis from the derivation
of mass moment of inertia of the pendulum rotating about its center of gravity.

Results and discussion

Various phenomena caused be high-frequency vibration of the sliding body’s structure and occurring in the
considered system consisting of coupled rotating elements with the non-ideal source of energy pumped to the
considered structure have been reported. The imbalance of the rotor mass mr (D) on the slider’s body (C),
as shown in Fig. 1b plays a significant role in the formation and disappearance of self-excited vibration in the
structure. In work [1] such a system was considered, where the imbalanced rotor’s function was delivered by
a direct-current induction motor, mounted in the center of the sliding body. Our experimental observations go
beyond the above by presenting real time trajectories at the presence and absence of the additional pump of
vibration energy to the system being a reason of intermittent stick-slip behavior.
Funding: This research was funded by Narodowe Centrum Nauki grant number 2019/35/B/ST8/00980 Poland.
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Abstract. An electrical automotive connector was composed of a female part and a male part subject to the vibrations of the 

vehicle, which could cause relative movements between these two parts. A relative movement of the contact zone between 

these two parts can lead to an irreversible mechanical degradation and an electrical perturbation by the formation of a 

third-body layer at the contact zone. Our study was about the dynamic measurement of electrical behavior of metallic 

connectors under imposed alternate movement with sinusoidal form. 

 

Introduction 
 

In the automotive fields, the vehicle vibrations induce movement on hundreds of connectors, which were 

located near the engine, inside the seat and at many other zones. The engine vibrations could induce a 

displacement between the male and female part i.e. the pin and the clip (Fig.1) and could generate an electrical 

failure due to the well-known fretting-corrosion phenomenon. A relative displacement of 5 m was enough to 

produce remains at the interface between the pin and the clip and set an intermittent failure at the interface. 

This phenomenon represents 60 % of electrical failure within a car. Electrical contacts were made of a substrate 

of copper alloy plated with a thin protective layer of non-noble metals. Tin was usually used as a protective 

layer of the substrate in order to combine a good conductivity, good reliability and a low cost. A pure tin was 

malleable and reacts with the oxygen to give hard and brittle remains, which cause high surface damages. The 

substrate could be reach and it generates copper oxide remains at the contact surface leading to an irreversible 

degradation, which avoids a good current conduction [1-2].  

 

Results and discussion 
 

The aim of this work was to give further information to understand the oxygen influence on the current 

conduction of a tin-plated contact and oxidized remains. An experimental bench was used to introduce an inert 

gas at the interface of a tin-plated connector in order to avoid the formation of insulating remains due to the 

oxygen of the air. The nitrogen gas was chosen during the tests; it was chemically inert for the tin and the 

copper and it represents 79 % of the atmosphere. Samples were typical terminals of connector. The bench was 

composed of a piezo-electric actuator, which provides a controlled movement between the clip and the pin 

(Fig.1). A generator provides a stable current through the interface and the measurements of contact voltage 

were performed with a voltmeter and a scope for a real-time analysis. The bench was mounted on an anti-

vibration table in order to avoid external vibrations. The imposed alternate movement has a sinusoidal form.  

The displacement of different parts of the used connector decreases when frequency increases (Fig.2). A 

resonance frequency was observed at 205 Hz for the pin, the clip and the clip holder. The displacements of the 

clip and the clip holder (inserted into the sample holder) are 1.5 m greater than the actuator displacement. 

This result indicates the fixing of the clip and the clip holder to the sample holder needs to be examined. The 

study will also shows the importance of the environment, the amplitude and the frequency. 

 

 

 

 

 

 

 

 

 
 

 

Figure 1: Schematization of vibration setup: Controlled movement                                                  

      supplied by piezo-electrical actuator                                                                    Figure 2: Displacement versus vibration frequency  
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An Electromagnetic Softening Spring: Experiment and Simulation 
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Abstract. We present a simple, low-cost design of a nonlinear softening stiffness mechanism using electro-magnetic forces. 

An algebraic form for the stiffness force is obtained and close agreement between experimental and numerical time responses 

is illustrated.  

Introduction 
 

Applied scientists have started utilising nonlinearity to improve system performance, rather than considering 

it a menace to be avoided. Nonlinear stiffness mechanisms have found wide applications in various areas 

recently [1]. This has increased the need for new ways of fabricating nonlinear components. We present a 

simple, low-cost, electro-mechanical design of a nonlinear softening stiffness. It has the further advantage that 

variations to the stiffness curve can be brought about easily. Fig. 1(a) shows the experimental setup. It consists 

of a mass (1), supported on two aerostatic supports (2), and fitted with a magnet (3) and a helical spring (4). 

The magnet moves through an electro-magnetic coil (5) as the mass oscillates. A harmonic exciter (6) is 

mounted on the mass. Softening nonlinearity is generated by the force between the magnet and the 

electromagnetic coil when a current is passed through it. 
 

  

 
 

 

Figure 1: (a) The experimental setup, (b) Force – Displacement curve, (c) Frequency response curve, (d) Time response plot. 
 

Results and discussion 
 

Fig. 1(b) shows the force-displacement characteristic of the system without helical spring and the exciter. The 

experimental points are very closely approximated by the force function 𝐹(𝑥) =  𝐼𝑝 (
𝑥 𝑞⁄

1 + (𝑥 𝑞⁄ )4) [2], where 𝐼 

is the current in coil and 𝑝 and 𝑞 are constant for a given coil-magnet pair. The numerically obtained frequency 

response curve with the above F(x), shown in Fig. 1(c), clearly shows the softening character of the stiffness. 

Fig. 1(d) shows the close agreement between the experimental time response and the one obtained by 

numerically solving the governing equation of the system with above softening stiffness F(x).    
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Identification of Secondary Resonances using a Control-based Method
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Abstract. Recently, advanced experimental measurement techniques such as phase-locked-loop feedback control and
control-based continuation have been developed, mainly for identifying primary resonances. The objective of the present
study is to characterize secondary resonances by taking advantage of adaptive digital filters, a powerful tool that can be
incorporated as a building block in the control loop. Adaptive filters allow the experimenter to perform online Fourier
decomposition so that the Fourier coefficients of the harmonic components of interest can be estimated at each time
instant. The phase properties of secondary resonances are then exploited for the identification of the associated frequency
response and backbone curves. It is demonstrated that the phase resonances of odd and even superharmonic resonances
of a nonlinear structure can be effectively targeted. The designed testing scheme is found to stabilize the unstable orbits
and circumvent the problems induced by bifurcations.

Introduction

Control-based vibration testing methods have shown promise in identifying folded and unstable responses of
nonlinear systems. These methods can provide more insights into the dynamics as compared to the conventional
testing approaches (i.e., without the use of a controller). Most existing studies focus on the characterization of
primary resonances of mechanical systems, which can feature different types of nonlinearity [1, 2]. However,
multi-harmonic responses can be activated with a harmonic excitation, which, in turn, can trigger the excitation
of secondary resonances such as superharmonic and subharmonic resonances.
The objective of this study is to develop a control-based testing scheme which can characterize secondary
resonances. To this end, we resort to phase-locked loops (PLLs) coupled to adaptive digital filters, which allow
the experimenter to perform online Fourier decomposition. The periodic response is fitted with a truncated
Fourier series x(t) =

∑N
n=1 x̂n sin (nΩt+ ϕn), where ϕn is the phase lag of n-th harmonic. PLL feedback

control is first implemented to identify the frequency response curves of the secondary resonance of interest,
by exploiting the monotonous evolution of the phase lag between the harmonic of interest and the forcing.
PLL can also track backbone curves based on the phase resonance criterion in [3]. The frequency of the
harmonic excitation f(t) = f̂ sin (

∫ t
0 Ω(τ)dτ) acting on the structure is determined by a PI controller, with

Ω(t) = Ω0 +KP (Φref − Φn(t)) +KI

∫ t
0 (Φref − Φn(τ))dτ . Here, Φref is the assigned reference phase.

Results and discussion

The algorithm is first tested on a Duffing oscillator, ẍ+0.001ẋ+x+x3 = f , in a virtual experiment. As shown
in Figure 1, there is a good agreement between the results computed by the harmonic balance method and PLL
testing. The responses exhibiting bifurcations can be effectively tackled by adjusting Φref , thanks to the use of
the adaptive filter and feedback control. The backbone curves of the 3:1 and 2:1 resonances are obtained by
setting Φref to be −π/2 and −3π/4, respectively. The phase resonance criterion can predict both resonance
frequencies and amplitudes accurately.

Figure 1: Frequency response curves (blue) and backbone curves (black) of 3:1 and 2:1 resonances identified by PLL for f̂ = 0.4 N.
The reference solution is provided by the harmonic balance method (grey).
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Analysis of Non-linear Vibrations Using DIC and the Smoothed Harmonics Method
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Abstract. This work focuses on the development of a methodology to extend the down-sampling method to the study of
the dynamic behavior of components when non-linear phenomena must be considered. The proposed method is general
but in this work it was applied together with a full-field measurement using the Digital Image Correlation. The proposed
approach overcomes the cameras low frame rate limitation in case of steady state periodic oscillations by making use of a
new sub-sampling technique, named Smoothed Harmonics Method. This method allows an accurate reconstruction of the
under-sampled signal. The method was applied to a beam with non linear stiffness loaded with harmonic excitation.

Introduction

Non-contact full-field measurement techniques have gained a predominant role since they overcome the main
limitations of single point contact techniques: i.e. added mass effect, data transmission for rotating machines
and difficulties on describing complex and high-frequency deformed shapes. In this scenario, the development
of 3D full-field measurements techniques based on Digital Image Correlation (DIC) are gaining the interest of
researchers. The work presented in [1] shows promising results in applying full-field DIC measurements to non-
linear phenomena by exploiting high-speed imaging devices. Nevertheless, a high-speed stereo camera system
can be unaffordable for most research centres and, moreover, highest frame rates can be achieved only reducing
the image resolution, which results in sensitivity loss for small displacements. Many alternative approaches
were then developed in literature to overcome this issue by using high-resolution low-speed cameras to measure
high-frequency linear vibrations. In particular, [2] extended the applicability of the down-sampling approach
to band-limited signals. Nevertheless, the feasibility of this approach in the case of non-linear phenomena
was not proven yet. Therefore, the objective of this work is to develop a methodology for using the standard
high-resolution, low-speed cameras, to study high-frequency nonlinear phenomena. Accordingly, a new down-
sampling method denoted to as Smoothed Harmonics Method (SHM) was developed and applied to reconstruct
the non-linear response of a beam.

Results and Discussion

SHM can detect the amplitude and phase of a given harmonic contribution of an aliased signal. SHM allows
the signal in the time domain to be accurately reconstructed when the frequencies of its main harmonics are
known. This method was applied to the analysis of the non-linear response of a beam with a clamped end
and an unilateral contact at the other end. Due to the non-linearity of the system both superharmonics and
subharmonics components of the excitation frequency are present in the response. This behavior has been
explained with a qualitative numerical model and accurately measured with a high resolution high speed laser
vibrometer on a reference point of the beam. In particular, the response was found in the range of 10–70
Hz with a frequency of the excitation force of 20 Hz. The sampling frequency of the cameras was set to 9.9
Hz. Figure 1 shows the comparison between the reconstructed signal, DIC+SHM, and the laser signal at the
reference point. The comparison shows a good agreement between the high-resolution measured signal and the
DIC+SHM results. This result demonstrates the feasibility of the proposed methodology.
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Figure 1: Time and frequency domain comparison between the reconstructed signal, DIC+SHM, and the Laser Doppler Vibrometer
(LDV) signal measured at a reference point.
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Abstract. In this paper harmonic rocking responses of a rigid block subjected to foundation shaking is examined. Several 

foundation models are considered comprising the classical rigid one, as well as linear and nonlinear flexible foundation models 

which account for the possibility of uplifting in the case of strong excitation. An identification procedure of the appropriate 

model parameters is developed based on the associated steady state response amplitude determined through an averaging 

procedure in case of harmonic base excitation. The analytical study is supplemented by experimental tests for several marble-

block geometries on both rigid and flexible foundations. Numerical vis-à-vis experimental data are presented, assessing the 

accuracy of the different models in capturing certain salient features of the phenomenon even for quite soft foundation 

materials. 
 

Introduction 
 

The behaviour of block-like structures allowed to rock due to base excitation has been a longstanding problem 

of technical interest and still attracts the attention of a significant number of researchers. Several alternative 

analytical models have been proposed, among which the Housner model (HM), and the Winkler foundation 

model (WFM) are primarily used. The first deals with the motion of a rigid block rocking about its base corners 

on a rigid foundation [1]. The second deals with the motion of a rigid block rocking and bouncing on a flexible 

foundation of distributed linear springs and dashpots (Winkler foundation) [2]. 

Recently, to further study the complex behaviour which may arise during the rocking motion of rigid blocks 

on flexible foundations, additional aspects of the problem have been captured by an enhanced nonlinear model 

for the base-foundation interaction. In this regard, the Hunt-Crossley’s nonlinear impact force model 

commonly used in the literature to represent the nonlinear nature of impact and contact phenomena has been 

adopted. Thus, the foundation is treated as a bed of continuously distributed tensionless springs in parallel with 

nonlinear dampers, with stiffness coefficient k and damping coefficient λ, respectively [3]. 
 

 
(a) 

 
(b) 

 
(c) 

 

Figure 3: Blocks and base foundation: (a) Marble block configurations; (b) Rigid base (marble material); (c) Soft base (Aerstop 

CN20 material). 
 

Results and discussion 
 

 The rocking phenomenon has been extensively studied. However, most of the previous studies have been 

analytical in nature. Further , many experiments on rocking blocks have considered the behavior of rigid blocks 

on rigid foundations, while the problem of rigid blocks on flexible foundation has less been investigated [3]. 

In this regard, in this paper an approximate analytical method has been developed for studying the rocking 

responses in case of harmonic base excitations. Specifically, a combination of static condensation and the 

method averaging has been employed to derive the rocking response amplitude for harmonic excitations. These 

results have been then used to derive a novel identification procedure for the model parameters. Further, an 

extensive experimental study has been conducted in the Laboratory of Experimental Dynamics at the 

University of Palermo, Italy. In this context, and due to their obvious relevance for historical monuments, tests 

are presented for several marble-block geometries on both rigid (marble) and flexible foundations (Fig. 1). The 

results have shown the reliability of the proposed identification procedure and the accuracy of the considered 

models in the various situations and configurations. 
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Experimental and numerical study of a magnetic pendulum
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Abstract. An experiment has been performed on a magnetic pendulum, which interacts with an electromagnet. The
free non-linear vibrations of the pendulum-magnet system are studied to identify and analyse the system’s characteristics.
Due to the presence of the electromagnet, a modulation of the pendulum’s natural frequency is observed. A mathematical
model is formulated that is able to reproduce the experimental results.

Introduction

Increasing demand for energy from renewable resources has led to a spectacular increase in the number of
offshore wind turbines planned to be installed [1]. Installation using floating vessels is critical to meet the
demand, as such allows for faster installation in deeper water. Undesired motion of the payload caused by
vessel motions is one of the limiting factors for operations. Current methods to reduce the motion of the
payload are based on tugger line systems [2, 3], which can only apply a pulling force. Ideally, the load can be
pushed and pulled to improve the control. Therefore, an alternative system is investigated here, which is based
on magnetic interaction of the payload and an magnetic actuator.

Experimental setup

For a proof of concept, an experimental setup has been designed an built (Figure 1a), which consist of a
pendulum with an aluminium mass to which a permanent magnet is attached at its side. The pendulum can be
excited by an electromagnet, which is on the same axis as the poles of the permanent magnet. To register the
motion of the suspended mass, a laser distance sensor is employed. To characterise the system and to calibrate
a model for the distance-dependent magnetic interaction, the free vibrations of the pendulum in the presence of
the electromagnet are analysed.

Results and discussion

When no voltage is supplied to the electromagnet, the natural frequency of the pendulum is f = 0.49Hz and
its equilibrium is x = 0m. For different constant supplied voltages, the data shows that the equilibrium point
shifts away from x = 0m and that the fundamental frequency of free vibrations is modulated due to the action
of the magnet (Figure 1b). The experimental data is in good correspondence with results from the numerical
model of the system. Using the model, it is shown that the observed modulation results from the non-linear
nature of the magnetic interaction between the two magnets.

laser distance 
sensor

magnetic 
pendulum

electromagnet
x

ℓ

(a) Setup of the magnetic pendulum. (b) Modulation of the pendulum’s natural frequency with
varying voltage of the electromagnet.
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Delayed acoustic self-feedback control of limit cycle oscillations in a turbulent
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Abstract. We use delayed acoustic self-feedback to suppress limit cycle oscillations (LCO) in a turbulent combustor
during thermoacoustic instability (TAI). The acoustic field of the combustor is coupled to itself through a single coupling
tube attached at the antinode position of the acoustic standing wave. As the length of the coupling tube is increased, the
amplitude and dominant frequency of the acoustic pressure fluctuations (p′) gradually decrease toward the state of maxi-
mum suppression of the LCO. Correspondingly, the p′ signal changes from LCO to low amplitude aperiodic oscillations
via intermittency. The temporal synchrony between the global heat release rate (HRR) and p′ fluctuations changes from
synchronized periodicity to desynchronized aperiodicity through intermittent synchronization. At optimum parameters,
this method suppresses the large amplitude LCO by disrupting the feedback loop between acoustic, hydrodynamic, and
HRR fluctuations present in the combustor during TAI.

Introduction

Time-delayed feedback has been used to stabilize unstable periodic orbits in various dynamical systems such as
lasers and neural networks [1]. Recent research has demonstrated that delayed acoustic self-feedback using a
connecting tube suppresses limit cycle oscillations in several laminar systems, such as acoustic pipelines [2] and
Rijke tubes [3]. A Hopf bifurcation causes a laminar system, such as a Rijke tube, to lose stability and become
unstable [4]. In contrast, turbulent thermoacoustic systems are complex systems in which large amplitude limit
cycle oscillations arise due to closed-loop interaction between hydrodynamic, acoustic, and heat release rate
fluctuations. Such large amplitude self-sustained limit cycle oscillations in combustion systems can lead to
performance loss and structural damage to components of gas turbines and rocket engines. In this study, we
show that delayed acoustic self-feedback disrupts this complex interactions between the flame, the flow, and
the acoustic field of the turbulent combustor, thus mitigating the limit cycle oscillations.

Results and Discussions

Figure 1: Acoustic pressure time series p′ indicating the influence of delayed acoustic self-feedback on the amplitude of limit cycle
oscillations. The magnified sections illustrate the dynamics of p′ during different stages of delayed acoustic self-feedback.

As we approach the state of maximum suppression, the dynamics of acoustic pressure fluctuations changes
from limit cycle oscillations to low-amplitude aperiodic oscillations via intermittency. In addition, the coupled
behaviour between acoustic pressure and heat release rate oscillations changes from phase synchronisation to
desynchronization via intermittent synchronisation. Furthermore, the coherent zones of acoustic power pro-
duction observed in the spatial field of the combustor during the state of thermoacoustic instabilities entirely
disintegrate during the state of maximum suppression. The magnitude of acoustic pressure fluctuations during
the suppression state is comparable to that observed during the stable operation state of the combustor
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Abstract. We develop a mean-field synchronization model where the heat release rate fluctuation within the confine-
ment is modeled as an ensemble of phase oscillators evolving under the influence of acoustic pressure oscillations. The
model captures the continuous and abrupt transition to thermoacoustic instability observed in disparate combustor con-
figurations. Most importantly, the model captures spatiotemporal synchronization and pattern formation, which underlies
the observed transition. The model encapsulates states of spatiotemporal desynchronization, chimeras, and global phase
synchronization very well. The generality of the model highlights the possibility of extending the present model to predict
limit cycle transitions in other fluid dynamical systems beyond thermoacoustics.

Introduction

Thermoacoustic instability in gas turbine combustors has disastrous consequences and presents a significant
challenge in developing next-generation aircraft and power generation engines [1]. These instabilities develop
through spatiotemporal synchronization of pressure and heat release rate fluctuations, resulting in self-sustained
oscillations [2]. The instability is notoriously difficult to predict and control, and can have disastrous conse-
quences such as severe damage to the engine components and even mission failures [3]. Therefore, the motiva-
tion of the present model comes from the observation that the transition to the state of thermoacoustic instability
is associated with the emergence of global phase synchronization of the acoustic pressure and heat release rate
fluctuations [2, 4]. In this study, we consider the flame response as an ensemble of phase oscillators restricted
to evolve at a collective rhythm under the influence of acoustics. We derive the limit cycle solution using the
method of averaging and estimate the amplitude and phase of the limit cycle oscillations for the thermoacous-
tic mean-field model. We demonstrate the applicability of the model in capturing both continuous and abrupt
transitions to limit cycle oscillations. We show that the model is able to describe disparate transitions based on
the underlying synchronization characteristic. We depict that the continuous and abrupt transitions to the limit
cycle oscillations are associated with second-order and first-order synchronization transitions, respectively.

Results and Discussions

Figure 1: The bifurcation plot depicts the variation of normalized p′rms as a function of coupling strength (K) in different combustors.

Figure 1 shows the comparison of the bifurcation diagram obtained from the model (–) and experiments (□).
In figure 1a, we show a continuous, sigmoid-type transition to the state of thermoacoustic instability through
intermittency observed in the bluff-body dump combustor when the control parameter (K) is varied. In con-
trast, figure 1b exhibits an abrupt transition to the state of high-amplitude thermoacoustic instability through
intermittency and low-amplitude thermoacoustic instability observed in the swirl-stabilized dump combustor.
Importantly, the model has the ability to capture the states of spatial desynchronization, chimera, and synchro-
nization underlying these transitions (not shown here). Therefore, we believe the model emerges as a powerful
tool capturing the synchronization characteristics underlying different transitions by taking frequency distribu-
tion from an experimentally measured heat release rate spectrum as the only input.
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Abstract – The wheeled three-link snake robot is a well-known example of an underactuated system modelled using 

nonholonomic constraints, preventing lateral slippage of the wheels. A kinematically controlled version assumes that both 

joint angles are directly prescribed as phase-shifted periodic input. In another version of the robot, only one joint is periodically 

actuated while the second joint is passively governed by a visco-elastic torsion spring. In our work, we constructed the two 

versions of the wheeled robot and conducted motion experiments under different actuation inputs. Analysis of the motion 

tracking measurements revealed significant amount of lateral slippage, in contrast to the standard nonholonomic models. 

Therefore, we proposed modified dynamic models which include wheels’ lateral slippage and viscous friction forces, as well 

as rolling resistance. After parameter fitting, these dynamic models reach good agreement with the motion measurements, 

including effects of input’s frequency on the mean speed and net displacement per period. This illustrates the importance of 

incorporating slippage and friction into the system’s model. 
 

Introduction 
 

Underactuated multi-link robot locomotion has been addressed in many literature studies. One of the most 

classic examples is the wheeled three-link snake robot, composed of three rigid links supported by wheels and 

connected by rotary joints. Ideally, the wheels are assumed to resist lateral slippage, which induces non-

holonomic constraints on the robot’s motion [1]. These types of systems are called underactuated since their 

locomotion is generated by changing the shape, rather than directly controlling the body variables. A later 

work [2] studied the dynamics of the kinematically controlled snake robot near its singular symmetric states 

where 𝜙1=𝜙2. Regarding the semi-passive actuation, the work [3] focused on analysing the vehicle's dynamics 

with a single actuated joint, while the other joint is passive, governed by visco-elastic torsion spring, applying 

torque as 𝜏1= − 𝑘𝜙1 − 𝑐�̇�1. Our work extends the previous studies both theoretically and experimentally. We 

analyzed the motion of the three-wheel snake (Fig. 1a) in both shape-actuated and semi-passive configurations. 

We conducted motion tracking measurements of our robotic prototype in both configurations, measuring the 

influence of input frequency on the motion, both in asymmetric input gaits, and symmetric ones that cross 

singular configurations. 

(a) (b) (c) 
 

Figure 1: (a) The three-link robot model. (b) Our three-link robot with kinematic actuation at both joints. (c) Comparison with 

simulation results of different models with and without roll/slip dissipation for the of the kinematically-actuated robot. 
 

Results and core findings 
 

Motion measurements for the shape-actuated configuration show significant influence of actuation frequency 

on the mean speed and displacement (Fig. 1c), which cannot be explained by the kinematic equation of 

nonholonomic constraints based on no-slip conditions 𝑣𝑖
⊥=0. This effect is caused by non-negligible lateral 

slippage of the wheels, due to inertial effects, as well as nearing singularities. To account for slippage, and to 

avoid non-smoothness and numerical sensitivity incurred by Coulomb-type friction [2], we incorporated linear 

viscous damping friction forces, as 𝑓𝑖= − 𝑐𝑠𝑣𝑖
⊥ for each axle. In addition, rolling resistance of the wheels is also 

represented as linear damping 𝑓𝑗
∥= − 𝑐𝑟𝑣𝑖

∥ for each wheel. After calibration of the roll/slip damping coefficients, 

we obtained good quantitative agreement with the experimental results (Fig. 1c). For the semi-passive 

configuration, the model predicts dependence on actuation frequency, even with no-slip constraints, and the 

effect of slip dissipation is increased for symmetric actuation which passes near singular states. 
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Bifurcation scenarios in the hardware-in-the-loop experiments of highly interrupted
milling processes
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Abstract. Hardware-in-the-loop (HIL) measurements of highly interrupted milling processes were conducted. A real
spindle was used with a dummy tool on which the cutting forces were emulated with contactless sensors and actuators.
During the experiments, Hopf- and period-doubling bifurcations were identified. The results of these measurements were
compared with a 1 degree of freedom (DoF) delayed oscillator model. While the two show good agreement in the stability
charts and the types of bifurcations observed, they also draw attention to the relevance of run-out compensation.

Introduction

The main limiting factor of efficiency and productivity in machining operations is the occurrence of regenerative
vibrations (called chatter), which can increase wear on machine tools and produce intolerable machined surface
quality. One approach to limit these harmful vibrations is the design of milling tools with irregular geometry
[1]. The manufacturing of these tools themselves is a complex process making their design and prototyping
expensive and time-consuming. The HIL environment allows for the emulation of cutting forces related to any
tool geometry and material property without a need for prototyping. It has previously been shown that our
HIL system is capable of reproducing the Hopf-bifurcation related vibrations in turning processes [2]. In the
measurement presented here, a highly-interrupted down-milling process is investigated with a simple straight
edge three-tooth (Z = 3) milling tool with 10% radial immersion. The oscillations of the dummy tool were
measured at different axial depths of cut and spindle speeds. The emulated forces are updated at a frequency of
100 kHz using a low inductance coil. This high frequency is necessary to describe the sudden changes related
to the virtual milling tool entering and leaving the material. The regenerative effects are emulated using a
laser-based sensor, while the ferrite dummy tool is held by a real spindle (Fig. 1 panel a) ) [2].

Figure 1: Panel a) Components of HIL system. Panel b) Stability charts. Panel c) Frequency content.

Results and discussion

The stability of the milling process was determined by the amplitude of the resulting vibrations at each param-
eter combination (Fig. 1 panel b) ). This is compared to a stability map produced with the semi-discretization
method applied to the corresponding 1 DoF mechanical model [3], which predicts the existence of three lobes
in the actual spindle speed region. This calculation also describes the bifurcations related to the loss of stability,
which is period-doubling for the lobes on the left and the right, and Hopf-bifurcation for the lobe in the middle.
The stability regions show good agreement of the calculations and the measurements. For the identification of
the bifurcations, the frequency content of the measured oscillations was used (Fig. 1 panel c) ). In the region of
the middle lobe, the dominant frequency is close to the natural frequency of the dummy tool with no linear de-
pendence on the spindle speed Ω, which is in accordance with the Hopf-bifurcation. The right-side lobe shows
the period-doubling frequencies, which are linearly dependent on the spindle speed and are harmonics of the
half tooth-pass frequency. The results of this measurement show, that this HIL system is capable of emulating
real milling processes by capturing the period-doubling bifurcations unique to milling processes besides the
Hopf-bifurcations shown in previous turning experiments. The deviation between theory and experiment at the
left-side lobe draw the attention to the relevance of run-out compensation in the HIL system.
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Abstract. The spherical magnetic pendulum is a classic experiment that is relatively straightforward to construct and allows 
for improved intuitive understanding of nonlinear systems, chaos, as well as understanding the tools that are used to explore 
such systems, such as basins of attraction. In this work, we consider the design of a prototype spherical magnetic pendulum 
that exhibits chaotic behavior. The eventual goal is to produce a public display that allows laypersons to interact with an 
instrumented apparatus and contribute to an experimentally generated map of the system’s basins of attraction. Another goal 
of the project is to serve as an opportunity to introduce the participating students to mechatronic instrumentation techniques 
for dynamic systems. The collected trajectory data is aggregated, for use in coursework topics in data-driven nonlinear 
dynamics, including recursive neural networks and variants, physics-informed neural networks, and system identification. 
 

Introduction 
 

The spherical magnetic pendulum is a classic experiment, often seen as a common desktop toy, with a magnetic 
“bob” at the end of the pendulum and magnets on the base. It demonstrates the extreme sensitivity to initial 
conditions characteristic of chaotic nonlinear systems [1], [2]. Prior experimental efforts used simple data 
collection approaches to use this system as a teaching tool [3] but had relatively noisy trajectory tracking 
(results were admirable given the low cost of implementation). In this work, a capstone student team was 
assembled, and assigned budgetary and performance constraints to create a prototype, instrumented spherical 
pendulum towards creating a demonstration of chaotic behavior that would be suitable for interaction with the 
public. A second goal was to generate data for use in coursework for methods in data-driven nonlinear 
dynamics. The public display and coursework uses both require smooth, accurate trajectory measurement 
beyond that provided by prior work. 
 
Results and Discussion 
 

The design team had significant freedom in their 
approach and used local resources for laser cutting 
and 3D printing to produce a pendulum system 
appropriately sized for interaction with human 
users (Figure 1(a)). A hinge design translates 
motion to individual paddles isolated the two 
angular coordinates, and the motion of the paddles 
is tracked at 2 kHz by Avago ADNS-9800 High-
Performance LaserStream Sensors, used in 
computer mice. The apparatus consists of a 
Raspberry Pi Model 400 computer connected to a 
monitor, running custom scripts programmed in 
Python, and connects to an Arduino Mega 
microcontroller responsible for communicating 
with the sensors. The mouse sensors combined with the paddles allow for tracking accuracy of better than 0.5 
mm. To prevent long-term drift due to the trajectory integration approach, a periodic self-calibration system 
was implemented based on beam-break sensors attached to the paddles. Figure 1(b) gives a representative 
measured trajectory, from start by a human releasing the pendulum from an arbitrary initial condition to the 
pendulum finally stopping at one of the magnets. The data generated by the system is aggregated and will be 
made available publicly for use in coursework in data-driven nonlinear dynamics, for topics such as recursive 
neural networks, physics-informed neural networks, and system identification (examples of such coursework 
will be presented). The coursework will have been applied in a Machine Learning for Dynamic Systems and 
Control course in the Spring of 2023. Future efforts will involve students developing alternative designs and 
means for measurement and improving the real-time visualization of the pendulum motion towards a final 
public display piece. 
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Figure 1): (a) The student-designed spherical magnetic pendulum, 
and (b) representative measured trajectory (the color varies with 

time along the trajectory for visualization. 
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Abstract. Control-based continuation (CBC) is an experimental method that uses feedback control to probe the dynam-
ics of a physical system. CBC relies on finding control targets that render the control system non-invasive, recovering the
naturally occurring system behaviours without modifying their geometry or location. Here, we highlight a case where a
CBC experiment fails due to the controller inducing spurious, invasive dynamics in the system. A limit cycle in a slow-fast
system is controlled successfully, however the controller causes it to collapse through a canard explosion in the prediction
step of a continuation. We propose strategies to overcome this issue, and use it as a case-study to highlight how control
strategies and residual invasiveness can impact the results of an experimental bifurcation analysis.

Introduction
A feedback controller is noninvasive if it stabilises a control target x∗(t), and the associated control action
u(x∗, x, t) ≡ 0. Controllers can nevertheless exert a nonzero control action when pushing a system onto a
target, so that unstable responses become stabilised and directly observable [1]. Zero control action guarantees
that observed features are intrinsic to the system, as the controller will not modify the dynamics. In practise
however, small invasiveness is to be expected, for example from feedback delays in a controller, or through
intentional perturbations and random errors when solving for noninvasive targets. For some control schemes,
this invasiveness can cause the controller to modify the system dynamics in unwanted ways. Continuity sug-
gests that small invasive errors in x∗ lead to small control actions u(x∗, x, t), and hence small errors between
intrinsic and observed system responses. Here we propose a counterexample, where a small error in a control
target causes the controller to induce a catastrophic error in the system response. Our example arises in the
CBC of relaxation oscillations. Large-amplitude oscillations in a slow-fast system can rapidly collapse through
a canard explosion. Due to the autonomous nature of our chosen control law, a canard explosion is able to
happen in the prediction step of a continuation, causing CBC to fail.
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Figure 1: Angle-encoded controller [3] causes the dynamics of interest to collapse through a canard explosion as z is increased.

Results
We consider as a case study the Fitzhugh-Nagumo model [2]. An autonomous control scheme is constructed
using the method of angle-encoding [3]. This proceeds by embedding time-dependent observations x(t) in a
reconstructed limit cycle, and calculating the angle ϕ of an embedded state relative to a reference direction
and origin. Proportional control is applied with errors defined between measurements x(ϕ) and an angle-
indexed control target x∗(ϕ), to phase-lock control targets to system responses. This control strategy acts as
a phase constraint, producing a locally unique oscillatory solution to the noninvasive equations, and avoids
the need to compute an oscillatory period. The control scheme is initialised with a noninvasive control target
from open-loop data, then system bifurcation parameter z is increased without changing the control target, to
emulate natural parameter continuation. As illustrated in Fig. 1, the controlled limit cycle collapses through
a canard explosion, destroying the dynamics of interest. This happens due to a combination of the slow-fast
dynamics, and the autonomous control scheme. Natural parameter continuation modifies the system parameter
in a prediction step, whereas pseudo-arclength continuation also changes the control target; this causes the
canard explosion to happen sooner. We use observations about the control law to justify how this issue can be
avoided, by moving the angle-defining polar origin. More generally, we emphasise that care must be taken to
ensure that CBC experiments remain within a parameter range for which intrinsic dynamics can be observed,
and that this parameter range may be small.
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Abstract.  
 

The 3D frame finite element is used in this work to investigate the nonlinear dynamic behavior of electrical transmission line 

cables. The elastic stiffness matrices (small displacements) and the geometric stiffness matrix (large displacements) are 

obtained through Timoshenko's beam theory. The mathematical model is validated by comparing numerical and 

experimental natural frequencies. The experimental modal behavior is obtained using three different cables with 

approximate lengths of 54m. The experimental data are obtained through accelerometers arranged along half of the sample 

and the system is excited using an impact hammer. The same mathematical model is used to validate the torsional behavior 

by adjusting the angle of twist. In this case, another test bench was used, varying the position of a lever. Excitation was 

obtained by manually moving the lever clockwise and counterclockwise. 
 

Introduction 
 

The mathematical model is obtained using the 3d non-linear frame element. The used element has 2 nodes 

and 12 degrees of freedom (Timoshenko 3d beam element). The stiffness matrix is composed of two parts: 

elastic stiffness matrix (small displacements) and geometric stiffness matrix (large displacements). The 

differential equation of motion has the following form [1]:   

  ̈( )     ( )    ( )  ( )   ( ) 
where:   is the mass matrix;    and   ( ) are the elastic and geometric stiffness matrices;  ( ) is 

the external excitation vector;  ̈   are the acceleration and displacement vectors. Figure 1(a) shows 

the experimental data (symbols) and numeric values (dashed lines) for the variation of the first five 

natural frequencies in relation to the variation of the percentage of the ultimate tensile strength 

(mechanical load). Figure (1b) shows the experimental (symbol) and adjusted numeric (dotted line) 

of the torque angle [2]. 

 
 

(a)                              (b) 
Figure 1: Variation of natural frequencies (a) e torque angle (b). 

 

It is noted that the adjustments of natural frequencies and torque angle had good agreement between 

numerical and experimental values. 
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Abstract. This work deals with India’s first elevated multi-span (about a kilometer long) Bridge along the Rohtak-Gohana 
stretch having Continuous Welded Rail (CWR) with a ballasted deck. The work focuses on instrumentation involving various 
sensors for real-time measurement of responses for evaluation of the effects due to rail-structure-interaction (RSI). For this 
study, three spans were selected with varying attributes such as stiffness, span length, height of piers and type of deck. 
Parameters such as total relative displacement of the rail with respect to the deck, vertical displacement of the deck at the ends, 
and horizontal support reaction generated at the supports under normal train running conditions, were recorded using data 
acquisition system for a period of several days. The results of this work show that, while the limits prescribed in the codes are 
reasonable, further research is needed to better understand the interaction effects. 
 

Introduction 
 

CWR are long-length jointed rail tracks formed by welding many short rails together to form several kilometers 
long rails. Owing to their long lengths and the resistance offered by ballast and rail fasteners, such rails cannot 
expand or contract freely in the central portion. A bridge deck is however able to move to some extent due to 
thermal and traffic loads while the CWRs over on the bridge are usually restrained. This leads to relative 
displacement between the rail and the bridge, which in turn induces additional stresses in the rail. Also, an 
extra horizontal support reaction is developed due to this phenomenon. Relative displacement of rail with 
respect to the bridge is an important parameter as it causes RSI effects. If these parameters exceed the 
permissible limits, then the track’s safety may get hampered due to the loosening of ballast. The increase in 
tensile and compressive stresses beyond the permissible value could lead to fractures and buckling issues in 
the rail. Therefore, it is immensely vital to ensure that these parameters are within the prescribed limits as 
mentioned by UIC 774-3R and RDSO (Indian Railways) codes. Simoes et al. observed that stiffness of the 
abutment and foundation greatly influences the axial forces in the track. Somaschini et.al. concluded that the 
high-order resonances up to 30 Hz between the deck and the passing train local vibration modes possess a 
major influence on the extreme acceleration. In general, the overall RSI effects are of nonlinear nature 
primarily owing to ballast and rail fastening mechanism, which are difficult to model in absence of actual 
measurement data. Measured data are thus not only useful for checking the adequacy of the code provisions 
but also to update analytical model for further predictions.  
 

 
 

Figure 1: Continuous Welded rail track at Rohtak. 
 

Results and Discussion 
 

The result of this work shows that the absolute horizontal displacement of the deck, relative longitudinal 
displacement of rail with respect to the deck under tractive/braking forces, and the bending effects due to 
vertical loads are reasonable considering the code prescribed limit. However, further research is needed to 
better understand the interaction effects. It is also found that the span under the tallest piers has the greatest 
relative displacement and mid-span displacement. Also, it can be observed that a higher horizontal support 
reaction is generated on the abutment side, which can be related to larger stiffness on the abutment side.  
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Abstract. Application of modal analysis of tool vibration signal during cutting allows the separation of components caused 

by phenomena associated with the drive system and components generated in the cutting zone. However, the interpretation of 

these results is difficult. The article presents ways of using modal analysis in relation to signals observed during drilling or 

milling. The tool vibration signal was recorded using vibroacoustic sensors and then subjected to empirical decomposition. 

An additional frequency analysis of the extracted component signals was carried out in order to identify their sources and 

select the components generated in the cutting zone. In this way, vibrations related to the spindle speed and the number of tool 

blades were filtered out. Comparing the results of the physical experiment with the results of numerical simulations, it was 

possible to distinguish the components related to the deflection of the tool shank and the work of the blades. The applied 

method is illustrated by examples of comparisons of the operation of tools with changed geometry, the influence of machining 

parameters and the monitoring of the initial lapping phase of the blades. The presented method of optimizing machining 

parameters is especially important when machining difficult-to-machine materials. 

 

Introduction 
 

One of the ways of wear of cutting tools is chipping and chipping of the edges of the cutting blades. They are 

formed as a result of the action of cutting forces on the rake surface [1, 2]. Self-excited vibrations are generated 

during the detachment of the material layer. Accumulating vibrations contribute to chipping of the blades by 

changing the nature and increasing the value of the cutting forces, which remain undispersed, and by material 

fatigue. In the case of carbide materials, the method of initial lapping of the tools can be significant for the 

further usefulness of the tool. In the workshop, initial wear is observed by the machine operator's hearing and 

by visual inspection of the tools and machined surface after the first few passes. Instruments used so far in 

laboratory tests are used more and more often in workshop conditions [3]. Manufacturers of cutting tools use 

electronic devices to determine the operating characteristics of their products and to select the optimal 

operating parameters [4].  
 

Results and discussion 
Vibration sensors connected to the registration, processing and visualization system are used to measure the 

forces generated in the cutting zone. In the case of rotating tools, the sensors are placed on machine 

components or material. Based on the values of the recorded accelerations, it is concluded about the 

variability of the forces acting on the tool. The use of such a form of monitoring involves the need to develop 

a measurement method and measurement procedures in order to avoid various types of systematic errors, e.g. 

related to changing the location of sensors. 
 

 
Figure 1: Example results of dependences amplitude and frequency modes of decomposition empirical Hilbert-Huang sample runs of 

the tool type “Hi-Feed” in the course of: red - cutting operation, and blue - tool linear movement [5]. 
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Abstract. An experimental study on the vibration of a payload isolated through a quasi-zero stiffness (QZS) isolator subject 

to vertical ground motion is presented. QZS isolators exploit kinematic nonlinearities to enhance the vibration attenuation of 

a linear mass-spring system. In this paper, stepped-sine tests have been performed to identify the system parameters and 

determine the isolator transmissibility. The parameter identification has been carried out by fitting a phenomenological model 

to the experimental data. The QZS isolator transmissibility exhibits a natural frequency reduction, and the system effectively 

suppresses the ground harmonic vibration about the fundamental frequency of the mass-spring isolator. A non-negligible 

presence of dry friction has been observed, leading to the stick-slip phenomenon, and affecting the suspension activation at 

low frequencies. Then, the suspension response under different realistic earthquake signals is presented and critically 

discussed. 
 

Introduction and Results overview 
 

Every year, more than one million seismic events and a large number of fatalities challenge the human 

population [1]. The development of new building technologies, and early warning and prevention systems can 

make the difference in countering the disastrous effects of an earthquake. In this framework, exploiting the 

inherent nonlinearities inside the system could represent a way to develop a new class of high-performance 

devices for preventing buildings from disastrous damages during seismic events. 

The proposed mechanism consists of a tripod made by a translating mass m resting on a vertical spring of 

stiffness kv, three oscillating rods of length l connected to the mass and to three horizontal springs of stiffness 

kh, and a base plate [2]. The oscillating mass is constrained by three linear sliders to translate over a vertical 

guide, and loose tolerances have been considered to reduce the over constrain, see Figure 1(a). 

Considering the Christchurch earthquake as the shaker base input, the experimental results shown that QZS 

mechanism improves the vibration suppression guaranteed by the respective linear mass-spring system and 

successfully isolates the payload from the ground motion, providing acceleration peak reduction of 85.95 % 

and 80.87 % in terms of RMS, see Figure 1(b). 
 

(a) 

 

 

(b) 

 
 

Figure 1: (a) Quasi-zero stiffness isolator and, (b) system response to Christchurch eartquakes. (▬ ground acceleration, ▬ linear 

suspension, and ▬ QZS isolator) 
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Experimental design for corotating pinned spiral waves and synchronization
Parvej Khan∗ and Sumana Dutta∗
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Abstract. The synchronization phenomena and the mutual coordination is very common in nature. It is widely spread
from human brain to menstrual cycle of two friends to network of fireflies. Oscillators in biology do synchronize. Here
in this study, we examine the synchronization phenomena in a chemical system with Belousov-Zhabotinsky reaction.
We used pinned spiral rotors for our experiments, because Pinning obstacles are considered as scar tissue in our heart.
We designed our experiment in such a way where the directions of all the rotors are same. We found a change of
synchronization states with time.

Introduction

Self-organization and pattern formation is very ubiquitous in nature. Patterns are seen in animal coats to spiral
galaxy. Spiral and scroll waves formation occurs in our brain, heart etc. Formation of spiral waves in our
heart is often dangerous and can even lead to death through cardiac arrythmias. So, it is necessary to study the
behaviour or the dynamics of the spiral waves for better understanding our cardiac wave patterns.
Study on the control of the dynamics is carried out using various gradients like thermal, electric field or using
cross field. Synchronization study in experimental system with BZ reaction is one of the recent kinds of study
of these excitable waves. Recent study on interaction of multiple spirals shows the wave-length and core-
separation dependency of spirals leads to different kind of interaction like attraction, repulsion. Steinbock
and others numerically show the synchronization phenomena of pinned rotors depends on wavelength and the
separation of the two rotors. Rotational synchronization in phase and frequency of counterrotating pinned
spirals are also shown in simulation as well as in experiments with BZ reaction where the diameters of the
obstacles were different. Here in this manuscript, we study the synchronization behaviour of pinned spiral
waves moving in same direction. As scar tissue can be compared with the heterogeneous obstacle, so we need
to study the dynamics when these spiral waves gets attached to this obstacle.

Figure 1: Two corotating pinned spirals.

Results and discussion

We studied about the synchronization phenomena of two corotating spirals pinned to heterogeneity. We carried
out our experiments with BZ reaction system, we also did some simulations with Barkley reaction-diffusion
model. We observed the synchronization pattern changes with time with compared to beginning.
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Numerical and experimental investigation of nonlinear dynamics of downhole drilling 
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Abstract. Drilling operation is essentially achieved and determined with the help of the drillstring which is composed of 

various accessories that are joined together to deliver the necessary torque from the rotary table to the drill-bit. The drillstring 

is normally exposed to different nonlinear dynamics that occur an axial, lateral and torsional base excitations, which 

consequently lead to fail under forms of bit-bouncing, whirling and stick-slip phenomena. This work aims to study the 

nonlinear dynamics caused by the interactions of drillstring with borehole, contacts of drill-bit with rock formation, instability 

of the drillstring and variation of the drilling influencing parameters. The characteristic behaviours of the drillstring were 

analysed by using a constructed experimental rig and were compared with a mathematical model. The experimental rig was 

able to simulate those undesired nonlinear phenomena which can draw a wider understanding into their mitigation methods.  

 

Introduction 
 

The drillstring, which is one of the main mediators to transmit the required torque from the surface to a drill-

bit, has been remarkably responsible to produce necessary strength to drill rock formation during drilling 

operation along with an axial force. The operation of rock drilling encounters several undesired dynamic 

vibrations such as coupled or uncoupled axial, lateral and torsional modes that occur predominantly due to the 

difference of drillstring slenderness ratio between its diameter and length [1]. These nonlinear phenomena are 

significant causes for precocious issues of drillstring components and drilling performance when they are 

exposed to severe intermittent contacts of drillstring with borehole and intricate interactions of drill-bit with 

rock. They turn the drilling fulfilment to a catastrophic failure due to tool wear and damage which consequently 

increase the drilling non-productive time and cost [2]. This study provides a significant technical support to 

understand and analyse the nonlinear drillstring by experimentally optimising drilling parameters as shown in 

Fig.1 (a) and predicting its vibrations. An extensive work was conducted to model the nonlinear dynamics of 

drilling in different theoretical approaches while inadequate works have been conducted experimentally as a 

fully coupled vibration in both vertical and horizontal drillstring [3]. The present work is intended to extend 

by involving a flexible drillstring to analyse the influence of slenderness ratio using different types of rocks. 

  
Fig. 1: (a) Experimental rig, (b) drillstring dynamic phenomena: bit-bouncing and stick-slip, and (c) drilling performance: time 

histories of weight-on-bit (WOB), rotary speed and rate of penetration (ROP) during a drilling process. 
 

Results and Discussion 
 

Experimental results shown in Fig. 1(b) reveal the complex behaviours excited during the drilling operation, 

such as stick-slip and bit-bouncing, in which a particular intention is paid to understand the various influencing 

factors that limit safe drilling, see Fig. 1(c). Experimental results present a good agreement with the proposed 

numerical model to visualise the nonlinear dynamics of the experimental drilling rig. The severity of lateral 

and torsional vibrations increases significantly within high impact and frictions of rotary speed and weight on 

bit compared to the axial vibrations.  
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A laboratory scale Foucault pendulum for the measurement of frame-dragging
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Abstract. A Foucault pendulum is generally considered to swing in a fixed orientation relative to the inertial frame of
the fixed stars. However according to general relativity there is a small but finite precession over time of the pendulum
swing plane relative to the fixed stars due entirely to the frame-dragging effect predicted by general relativity. This form of
frame-dragging is represented physically by the Lense-Thirring precession of a gyroscopic test mass due to the proximity
and the rotation of a massive body to the test mass. This precession may be calculated for various astrodynamic scenarios,
but can also be modelled and calculated for a small test mass in the vicinity of the rotating planetary mass of the Earth.
This manifestation of frame-dragging has already been measured in LEO by the GP-B and LAGEOS missions, but has not,
to the authors’ knowledge, been measured terrestrially as yet. The work described in this paper is one attempt to make this
measurement, using a short, instrumented, Foucault pendulum in the northerly latitude of Glasgow in Scotland. The paper
will summarise the work done to date to model the frame-dragging effect using the analogy of gravitoelectromagnetism,
and then will focus on the modelling, the design and build of the Foucault pendulum which will be used to attempt the
measurement, and will end with a brief summary of the requirements of the measurement itself.

Introduction

An inertial frame is considered not to accelerate in the usual detectable sense. General relativity shows that
inertial frames are ‘influenced and dragged by the distribution and flow of mass–energy in the universe’ [1].
This frame-dragging influences the flow of time around a spinning body. An object on a prograde orbit will take
longer to get back to the starting point than a similar object which is travelling retrograde on the same orbit.
Twins travelling on exactly the same equatorial orbit but in opposite directions will age differently on meeting
up at the starting point by around 10−16 s. This is the well-known twins paradox, and a consequence of frame-
dragging. Frame-dragging was modelled by Lense and Thirring in 1918 such that inertial frames are dragged
around a central rotating mass due to the effect of its gravity on the surrounding spacetime [2]. Rotation of the
central mass twists the local spacetime and perturbs the orbits of other masses nearby. This is Lense-Thirring
(LT) precession. The Earth’s gravitational field is capable of generating frame dragging. We note that LT
precession is based on both the presence and the rotation of a massive body in the proximity of a test mass.
It is important to note that today, to the authors’ knowledge, no terrestrial measurement has been made of LT
precession. This is principally because of the extremely high level of accuracy required to discriminate the very
small LT precession from other effects and noise, and the fact that this problem is compounded at non-polar
locations.

Results and discussion

It is the aim of the research reported here to continue to move a little closer to making a reliable terrestrial
measurement. Previous analysis of terrestrial LT measurement [3] obtained a prediction of 219.5 mas/year at the
North Pole and 162.6 mas/year in Glasgow, Scotland. The polar value differs by 0.227% from the value of 220
mas/year calculated by Pippard [4] for that location. The work in this paper summarises the measurement of LT
from the theoretical perspective of gravitoelectromagnetism, and goes on to propose a measurement algorithm
for measurement of the LT precession of the laboratory Foucault pendulum with reference to the azimuth of
a guide star. The main features of the Foucault pendulum are described and some of the initialisation tests
are stated, specifically that an electromagnetically excited laboratory Foucault pendulum has been installed at
the University of Strathclyde in a converted laboratory space and is currently being commissioned. It is 4190
mm in length terminating in a cylindrical copper bob of mass 2.54 kg. The pendulum is suspended from a
pivot system designed for accurate and repeatable swing and precession. Bob motion is detected by an optical
system, and an algorithm to detect the orientation of the pendulum swing-plane with reference to the azimuthal
position of a guide star, and then the LT precession is to be accrued over time.
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Abstract. Nonlinear system identification based on output-only data is challenging since the stochastic approaches require 

the structure to be excited by random input with a uniform Gaussian distribution. This paper applies a deterministic output-

only approach to parameter estimation of a linear multi-story specimen with an amplitude-dependent geometrical nonlinearity. 

The approach is independent of the input type, value, and number but requires the excitation to be applied away from the 

nonlinearity. The vibration responses to high-amplitude excitations are taken into a subspace-based identification algorithm 

that simultaneously yields both nonlinear and underlying linear parameters. The process is verified by comparing the 

underlying linear parameters with the linear modal parameters of the structure under low-amplitude excitation. The results 

indicate a superior accuracy of the estimated parameters in the simulation and an acceptable confidence range for the 

experimental test. 
 

Introduction 
 

The nonlinear system identification is generally an input-output data-driven process since the input (load) and 

output (response) of nonlinear systems are not proportional. However, there are many real-world nonlinear 

structures excited by unmeasurable environmental or operational loads. Most recently two multi-test output-

only approaches for nonlinear subspace system identification have been introduced based on a mass-change 

scheme [1] and an input location-change scheme [2]. In this paper, the deterministic subspace identification 

algorithm recently used for the multi-degree of freedom (MDOF) system [2], [3], is applied to an experimental 

multi-story building with geometrical nonlinearity (Fig. 1 -a). It was demonstrated when an MDOF is excited, 

the linear and nonlinear elements attached to DOFs away from the external force can be identified at a time 

using the response of the whole DOFs. The objective of the present study is to extend the applicability range 

of the approach to experimental identification of structures with amplitude-dependent nonlinearity type based 

on vibration response only. Compared to the recent works, the present one is dedicated to simplifying the 

implementation of the algorithm for the users through the available system identification toolbox in MATLAB 

and using real vibration measurements. 

 

Figure 1: a) Multi-story building test setup with geometrical nonlinearity, b) nonlinear detection, c) nonlinear parameter estimation 

 

Results and discussion 
 

Figure 1-b displays the state-space phase plot of the fifth floor in a typical nonlinear test and corresponding 

fitted surface indicating the cubic stiffness behavior. Hence polynomial type basis function is used to 

characterize and estimate the nonlinear dynamics of the specimen. Figure 1-c demonstrates the variation of the 

nonlinear stiffness parameters estimated in different nonlinear tests. Despite a bias in the natural frequency 

and damping ratio estimates due to the process error for both integration operation and including the dynamical 

matrix components of the excited floor in each test, the mode shapes properly match. On the other hand, the 

stability of the estimated nonlinear parameters verifies the capability of the implemented identification 

algorithm using output-only measurements. 
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Abstract. The process of estimating a nonlinear model from experimental measurements of vibrating structures remains a 

challenging topic, despite the huge progress of recent years. One of the major issues is that the dynamical behaviour of a 

nonlinear system dramatically depends on the magnitude of the displacement response. Thus, the validity of an identified 

model structure is generally limited to a certain range of motion. Outside this range the stability of the solutions predicted by 

the model may not be guaranteed either. This work analyses the extrapolation capabilities of data-driven nonlinear state-space 

models based a subspace approach. An experimental magnetic beam with a strong geometric nonlinearity is driven through 

several levels of excitation using broadband random noise. The limitations of the estimated nonlinear state-space models are 

explored for strong nonlinear behaviour. Model predictions and measurements are compared to assess the accuracy of the 

identification results. 
 

Introduction 
 

Nonlinear system identification is an essential tool for modelling the dynamics of nonlinear structures, though 

it represents a challenging task especially for complex nonlinear phenomena [1]. The identification process 

generally involves three steps: nonlinear detection, characterization, and estimation. The first two steps can be 

addressed using ad-hoc methods or prior knowledge of the system. The last step involves the estimation of the 

model parameters from the experimental data, and it is strictly related to the range of motion covered by the 

data itself. This consideration arises from the fact that the dynamical behaviour of nonlinear systems 

significantly depends on the motion regimes. Therefore, even in the case of a successful estimation of a model 

structure, its validity is generally limited to a certain range of motion. This topic is explored in this work by 

investigating the extrapolation of data-driven nonlinear state-space models estimated using a subspace 

approach [2,3]. To this end, a magnetic beam with a nonlinear behaviour is driven with several levels of random 

excitation, and the limitations of the identification process are evaluated by comparing model predictions and 

measurements. The estimated models are also used to generate the system response under (simulated) harmonic 

excitation with different amplitudes, to assess the stability of the predicted solutions.  

 

Results and discussions 
 

Eight excitation levels have been considered, covering weak to strong nonlinear phenomena. A nonlinear state-

space model was identified for each test level and the models were then used for a dual test: (i) the extrapolation 

towards stronger nonlinear behaviour and (ii) the stability of the predicted solutions. As an example, Figure 1 

shows the measured data from 2 levels (level-2 and level-5) and the corresponding estimated nonlinear 

restoring force. The extrapolation generates in this case an unstable solution. 

 
Figure 1: a) Measured data from level-2 (red) and level-5 (blue). b) Estimated nonlinear restoring force. 
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Abstract. This study presents an unconventional method of rock characterisation at the drill-bit head using drill-bit
acceleration signals and machine learning. The signals were processed for features that could be indicative of the stiff-
ness of impacted rock. An impact oscillator mimicking bit-rock impact actions and multilayer perceptron network were
used to validate the proposed method numerically and experimentally.. Limited experimental data were augmented into
RANDEXP and MIXDEXP dataset via random sampling with replacement and mixing with simulation data, respectively.
Evaluation of the simulation models showed coefficient of determination (R2) between 0.982 to 0.999 with normalised
mean absolute error (NMAE) values of 0.079 and 0.015, respectively. The best performing experimental model, R2=0.86
and NMAE=0.08 was achieved with RANDEXP data. MIXDEXP models were however more consistent in performance
as eight out of the nine models showed R2 greater than 0.75 compared to RANDEXP data models which were only two.

Introduction

Conventional logging-while-drilling sensors are often housed at a distance (> 100ft) from the drill-bit [1],
thus yielding lagged information about the drilled rock. Drilling technologies like the vibro-impact drilling
[2] requires quantitative rock information at the drill-bit head to function properly. This study presents an
unconventional method of rock characterisation at the drill-bit head using drill-bit vibrations and machine
learning [4]. Drill-bit acceleration signals were collected and processed for features that could be indicative
of the stiffness of impacted rock. An impact oscillator mimicking bit-rock impact actions was employed to
theoretically and experimentally validate the proposed method (Fig. 1). Due to its simplicity, low memory
usage and ability to model complex nonlinear problems; a supervised multilayer perceptron network [3] was
adopted to quantitatively map extracted features to rock stiffness. During experimental validation, the scarce
experimental data were augmented into new dataset indexed RANDEXP and MIXDEXP by random sampling
with replacement and by mixing with simulation data, respectively.
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Figure 1: (a) Rock fragmentation in rotary-percussive drilling, and (b) physical model of the impact oscillator.

Results and discussion

Either of the extracted features including average impact duration, statistics of impact durations and statistics of
raw signal data were used alongside system parameters as network inputs. Evaluation of simulation data models
showed R2 between 0.982 and 0.999 with NMAE value of 0.079 and 0.015, respectively. The best performing
model on experimental data with R2=0.86 and NMAE=0.08 was achieved using the average impact duration
of the RANDEXP dataset. MIXDEXP data models however showed better consistency as eight out of the nine
models showed R2 greater than 0.75 unlike the RANDEXP data models which were only two.
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Abstract. Monitoring potential bolt faults is very necessary and meaningful to keep structures’ healthy operation. For this 
purpose, an improved approach to monitor bolt faults in two-dimensional structures without reference is proposed. In the new 
method, nonlinear dynamic behaviours of the structure to be monitored are studied by a general multi-degree-of-freedom 
(MDOF) mode with nonlinear elements. By exciting the structure many times with the same excitation and the local structural 
modification method, nonlinear features from the structure to be monitored only are defined. Based on these features, a novel 
fault index and corresponding improved approach are proposed and explained. With some numerical examples on a two-
dimensional structure, the effectiveness and reliability of the method are verified fully. 
 

Introduction 
 

For various two-dimensional engineering structures, bolts are widely applied to clamp different structural 
components together and to bear external loads. However, bolt connections easily encounter faults since these 
two-dimensional engineering structures often work with dynamic environments and operations. Bolt faults not 
only cause decrease of clamping force but also lead to serious slip or separation between structural components 
[1]. As a result, monitoring potential bolt faults as early as possible is very important and meaningful to keep 
the normal and smooth operation of these two-dimensional engineering structures. For this objective, a host of 
output spectrum-based methods have been presented [2]. The fundamental principle of these methods is that 
output spectrum-based features depend on structural physical properties solely. Thus, any variation in 
properties caused by bolt faults could be monitored by monitoring changes in output spectrum-based indexes 
[3-4]. Existing nonlinear output spectrum-based methods provide much more information of two-dimensional 
structures with potential bolt faults. However, one obvious limitation is that fault data from basement structures 
are required during the diagnosis of faults. This condition would affect these methods’ effectiveness if states 
of health structures are not known. To overcome this limitation, an improve approach to monitor bolt faults in 
two-dimensional structures without reference is proposed in this paper. The main contributions and novelties 
of this paper are, (1) Using nonlinear output spectra of local and damaged two-dimensional engineering 
structures only and the local structural modification method, local damage features are derived and analysed; 
(2) With damage features, an improved method with sensitive damage indexes is proposed, and its 
effectiveness and availability are illustrated through simulation cases on a MDOF model of two-dimensional 
engineering structures. 
 

Results and discussion  
 
By considering impact of faults as nonlinear forces, two-dimensional discrete MDOF model with nonlinear 
components could be built for the dynamic analysis of two-dimensional structures. 
With the local structural modification method, similar equations from the structure to be monitored could be 
used to form one matrix, whose rank could be a sensitive index for inspection. 
Results from simulation studies on a two-dimensional model with multiple faults show that the proposed 
method could give precise sates of bolt faults in numerical structures. 
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Abstract. Bistable nonlinear energy sinks have attracted extensive attention due to their efficient broad-band targeted
energy transfer over a wide range of input energy levels. The precise identification of local bistability is of significance
to predicting and enhancing the system performance of the vibration energy absorption. However, a multi-degree-of-
freedom system with local bistability is difficult to be measured and identified because of snap-through motions.
Moreover, the basis functions of many current data-driven identification methods lack physical interpretability. This
paper proposed a physics-informed sparse identification method for parameter estimation of bistable nonlinear energy
sinks. The restoring force surface is constructed on the local bistable structure and the nonlinear restoring force
trajectory is intercepted by assuming two quasi-zero velocity planes. Furthermore, the candidate functions can be
physically informed in a sparse identification algorithm by conducting the least-square parameter fitting of the
intercepted nonlinear restoring force trajectories.

Introduction
Over the past two decades, passive nonlinear energy sink has been a subject of growing interest due to its
wide applications in the fields of vibration mitigation and energy harvesting. Among various nonlinear
energy sink devices, it seems that bistable configurations may allow for efficient broad-band targeted energy
transfer over a wide range of input energy levels. However, introducing bistability brings a great challenge
for nonlinear restoring force identification in practical applications due to the snap-through characteristics in
static deformation and cross-well motions in dynamic responses. The traditional restoring force surface
method and Hilbert transform-based method may have insufficient accuracy due to noise disturbance.
Besides, modern machine learning methods lack physical interpretability in the selection of basis functions.

Figure 1: Modeling, Identification and Experimental Validation of A Bistable Nonlinear Energy Sink.

Results and Discussion
This study proposes a physics-informed sparse identification method for the accurate identification of
bistable nonlinear energy sinks. The restoring force surface is constructed on a bistable nonlinear energy sink
equation and the nonlinear restoring force trajectory is intercepted by assuming two quasi-zero velocity
planes. Furthermore, the sparse regression algorithm is conducted based on physics-informed candidate
functions and the free vibration response of bistable nonlinear energy sink systems. Numerical simulations
are conducted on a three-degree-of-freedom bistable nonlinear energy sink. The results show that the
proposed method not only gives sparse identification physics information but also improves the accuracy by
2.64% under the noise level of 30dB. Experimental verifications are performed on a three-story beam-type
bistable energy sink structure. Compared to two traditional nonparametric methods: Hilbert transform-based
method and restoring force surface method, the superiority has been demonstrated.
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Identification of non-linear model equations based on data-science approaches
Simon Bäuerle∗, Timo Baierl∗ and Hartmut Hetzler∗
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Abstract. This contribution presents two different data-science approaches for identifying non-linear ordinary dif-
ferential equations from transient system state data. The theory, benefits and pitfalls of a differential approach (called
SINDy) and a variational approach are discussed. These are used to identify the DUFFING oscillator equation purely from
simulation data.

Introduction

Describing the behavior of dynamical systems with ordinary differential equations dx
dt = f(x, t) is at the core of

many disciplines in science. The “classical” approach uses first principles (e.g., momentum balance) to derive
a set of governing equations. Data-driven approaches are another way to describe system dynamics: here, a
description is achieved purely based on system state data. One possibility is to use neural networks that are
trained to replicate the system behavior. If a suitable architecture and hyper-parameters are found, the behavior
can be predicted relatively fast. Another way is to identify the (non-linear) model equations directly from the
data. This has the advantage that the model equations possibly allow for physical insight into the system and
that – in general – less data is needed than for training a neural network. However, some basic understanding
of the dynamics present in the system is required. Therefore, this approach tries to combine the two mentioned
above. We explore this approach by using two different classes of methods: a differential approach called
SINDy (Sparse Identification of Non-linear Dynamics) [1] and a variational approach [2]. Both methods are
based on system state data obtained either through experiment or simulation (as done for this contribution). The
SINDy approach is described by

Ẋ
!
=

[
1 Φ1(X) Φ2(X) . . .

]︸ ︷︷ ︸
=Φ

[
ξ1 ξ2 ξ3 . . .

]︸ ︷︷ ︸
=ξ

, argmin
ξ

(
∥Φξ − Ẋ∥22 + λ∥ξ∥1

)
. (1)

The matrix X contains the gathered data for each DoF (as column entries). The derivation w.r.t. time Ẋ is
carried out numerically. Then a set of k different possible candidate function terms Φk (e.g., monomials,
trigonometric functions, ...) is evaluated subject to X . These function terms are weighted with k factors ξ and
their sum is required to equal the differentiated data. This represents an over-determined equation system for
a first order differential equation. Instead of using a classical least square approach, sparsity of the factors ξ is
additionally promoted, since governing equations are mostly sparse in their functional terms. This is achieved
by minimizing the Euclidean norm of the residuum and the summation norm of the factor vector ξ. The
variational approach uses a variational-integral formulation∫ T2

T1

(
δU0(x, ẋ) +

∑
k

Uk(x, ẋ, t)δxk

)
dt = 0. (2)

As for SINDy, U0 and Uk are expressed by k possible candidate function terms Φ, which are evaluated with the
gathered data X for arbitrary T1, T2 and δx . After (numerical) integration, the coefficients ξ can be calculated.

Results and discussion

We focus on the comparison between the differential and variational methods based on the application to the
Duffing oscillator ẍ+2Dẋ+x+κx3 = f cos(Ωt) with an overhanging resonance peak. This is an interesting
example since three solutions co-exist. Therefore, we extend the results from [3] and [4] w.r.t. a higher degree
of non-linearity. We show that the choice of data is essential for (re-)discovering the governing differential
equation: transient data gathered away from attractors led here to better results. Additionally, numerical dif-
ferentiation as a source of noise has a significant impact. Here, variational methods are less prone to noise,
whereby differential methods tend to be more efficient (see also [2]). Finally, we study the influence of numer-
ical parameters and the choice of candidate function terms.
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Neural network hyperparameter tuning for online model parameter updating using
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Abstract. To decrease the mismatch between a model and a physical system, physically interpretable model parame-
ter values of nonlinear systems can be updated in real-time by using the Inverse Mapping Parameter Updating (IMPU)
method. In this method, an Inverse Mapping Model (IMM), constituted by an Artificial Neural Network (ANN), is trained,
offline, using simulated data that consists of features of output responses (ANN inputs) and corresponding parameter
values (ANN outputs). In an online phase, the trained ANN can then be used to infer parameter values with high com-
putational efficiency. The (non-trivial) choice of ANN-hyperparameters, e.g., ANN structure and training settings, may
significantly influence the accuracy of the trained ANN. Therefore, this work discusses multiple ANN-hyperparameter
tuning techniques to increase the accuracy of the IMPU method, of which the Bayesian search technique is the most
promising considering accuracy and efficiency as it learns from previously evaluated hyperparameter values.

Introduction
In a digital twin context, model updating is required to ensure that a model accurately represents a physical
systems throughout its operational life. In this research, an IMM is employed that enables (near) real-time
inference of interpretable parameter values of nonlinear dynamics systems on the basis of a set of features
representing measured output response data. This is achieved by training the IMM, which is constituted by an
ANN, offline, using simulated training data (pairs of output response functions and corresponding parameter
values) should be chosen appropriately. Afterwards, in an online phase, the trained ANN is used to infer
parameter values from measured features with little computational cost. For a detailed explanation of this IMPU
method, see [1]. To ensure that the ANN accurately estimates parameter values, careful design of the ANN is
essential, i.e., its activation functions, its number of layers and neurons, and its training settings (learning rate,
number of epochs, and batch size). These hyperparameters should be tuned to minimize the validation loss,
i.e., the mean squared error of the inferred parameter values (normalized between 0 and 1), as evaluated on a
validation set. In this paper, different tuning strategies are compared: grid, random, and Bayesian searches [2].

Results and discussion
ANN hyperparameter tuning is applied to a closed-loop nonlinear multibody dynamics system consisting of
four connected rigid bodies with, in total, 10 Degrees of Freedom (DoFs) of which 3 DoFs are excited and
‘measured’. Using the ‘measured’ output responses, we tune the above-mentioned ANN-hyperparameters such
that the values of eight parameters (among which stiffness constants and damping factors) are inferred with
high accuracy. In Figure 1, the validation losses obtained using different ANN-hyperparameter searches, as
well as one manually tuned ANN (using engineering insight and experience), are ranked in ascending order.
Note that, for all search types, the hyperparameter values lie within the same bounded space and the same
training and validation data is used. Performing these grid, random, and Bayesian searches takes roughly 78,
15, and 20 hours, respectively and especially the grid search is thus a time consuming (offline) task. In contrast,
online inferring of one set of parameter values using the trained ANN only takes approximately 6 ms. From
Figure 1, we observe that the Bayesian search finds relatively many ANNs that outperform the manually tuned
ANN, while requiring much less computation time than the grid search. The mean relative (non-normalized)
parameter value error (averaged over the eight parameters) for a test data set as obtained using the IMPU method
equals 0.26% for the manually tuned ANN and only 0.14% for the best performing ANN of the Bayesian search.

0 200 400 600 800 1000 1200 1400 1600 1800

10
-4

10
-2

10
0

0 10 20 30 40 50

2

4

6

8

10

10
-5

Figure 1: Validation losses as obtained by grid, random, and Bayesian searches. The validation loss of the manually tuned ANN is
indicated by the dashed line. The right figure presents a detail of the 50 best performing ANNs per search. The total number of trained
ANNs and the relative percentage of ANNs that outperform the manually tuned ANN per search are indicated by n and m, respectively.
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Reconstructing Nonlinear Backbone Curves from Smooth Coordinate Decomposition
of Multivariate Impulse Response
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Abstract. Nonlinear modal coordinate pairs, obtained from the smooth coordinate decomposition of the impulse re-
sponse trajectories, are used to estimate nonlinear frequency-amplitude backbone curves. This method allows simultane-
ous estimation of multiple backbone curves for all excited modes.

Introduction

A system’s modal parameters’ identification is an essential step during the design of engineering structures.
Recent advancements in innovative lightweight structures and novel materials require engineers to analyze
systems that are inherently nonlinear. Thus, practitioners must find a suitable method to characterize nonlin-
ear phenomena. The backbone curves provide a description of the frequency-amplitude relationship for the
undamped and unforced response of the system and are instrumental in the study of the nonlinear system re-
sponse. Recent experimental nonlinear system identification efforts have focused on obtaining these curves
from the output response data [1, 2]. Here, we propose using a state space formulation of the Smooth Coordi-
nate Decomposition (SCD) [3] to estimate the amplitude-frequency-dependent behavior embedded within the
smooth orthogonal coordinates.

Results and Discussion

Consider the system response in the form of a trajectory matrix, Y = [X X̂] ∈ Rm×2n where X̂ is a
temporally correlated version of X (e.g., state velocities). The SCD looks for a basis, Φ, that maximizes the
variances of the projected field while minimizing their roughness. That is, we are looking for projections of the
system response onto the smoothest (i.e., slowest decaying) modes (SMs), Φ. The resulting smooth coordinates
(SCs) will have the following structure,

Q = Y Φ−T =

q1(t1) q̂1(t1) q2(t1) q̂2(t1) . . qn(t1) q̂n(t1)
...

...
...

...
...

...
...

...
q1(tn) q̂1(tn) q2(tn) q̂2(tn) . . qn(tn) q̂n(tn)

 . (1)

where the columns of Q will come in distinct pairs, qi(t) and q̂i(t), that have the same smoothness but will
be 90◦ phase shifted from each other due to the orthogonality condition. The SC pairs embed the frequency-
amplitude relationship for each single-mode response (assuming no internal resonances) of a nonlinear multi-
degree-of-freedom arbitrarily excited system. Furthermore, the orthogonality and equivalent oscillation pattern
within the pairs allow one to utilize the coordinates in the same way as the analytical signal in the Hilbert
Transform-based approach. Hence, the mode separation and construction of a suitable pseudo-analytical signal
representation are done within one step. One can then assemble two sequences that pair the frequencies, ωn(tj),
and amplitudes, A(tj), for each evaluation time, tj , within each mode.
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Abstract. A technique based on Bayesian compressive sampling is developed for determining the governing equations of 

stochastically excited structural systems exhibiting diverse nonlinear behaviors and/or following a fractional derivative 

modeling. This is done by relying on measured data and by employing sparsity-promoting optimization algorithms for 

determining the active coefficients in an expansion basis approximating the system dynamics. A significant advantage of the 

technique relates to the fact that the uncertainty associated with the model estimate is also quantified.  

 

Introduction 

A novel paradigm of data-driven model discovery has emerged in recent years. In this context, it can be argued 

that the identified model should exhibit sparsity in the sense that the fewest possible terms are considered for 

the description of the system dynamics. The rationale relates to the fact that the dynamics of most physical 

systems can be described accurately by considering only very few relevant terms in an appropriate expansion 

basis; thus, rendering the governing equations sparse in a high-dimensional nonlinear function space. In this 

regard, several approaches for sparse identification of nonlinear dynamics based on compressive sampling 

concepts and tools have been proposed recently [1]. 

 

Results and discussion 

In this paper, a technique based on Bayesian compressive sampling [2] is developed for determining the governing 

equations of stochastically excited structural systems exhibiting diverse nonlinear behaviors and/or following a 

fractional derivative modeling. This is done by relying on measured data and by utilizing a state-variable 

formulation of the system governing equations. Further, considering an expansion basis for approximating the 

nonlinear system dynamics leads to a non-square system of equations. This is solved based on sparsity-

promoting optimization algorithms for determining the active coefficients in the expansion basis. Compared to 

alternative state-of-the-art schemes that yield deterministic estimates for the expansion coefficient vector, the 

herein developed technique is capable also of quantifying the uncertainty associated with the model estimate; thus, 

providing a measurable confidence degree when employing the technique as a predictive tool; see also Fig.1. The 

reliability of the technique, even in cases of highly limited/incomplete measured data, is demonstrated by 

considering various numerical examples.  
 

 
Figure 1: Schematic representation of the Bayesian Compressive Sampling technique for determining governing 

equations of nonlinear dynamical systems 
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Physics Enhanced Sparse Identification of Nonlinear Oscillator with Coulomb Friction
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Abstract. This study investigates the identification of the nonlinear governing equations of a Single-Degree-of-Freedom
oscillator under harmonic excitation, including Coulomb friction damping. The approach used for this task is the so-
called RK4-SINDy [1], enhanced by incorporating part of the known physics. This simple, yet representative case study,
is examined using both artificially generated noisy data, and data obtained from an experimental setup. The obtained
results, highlight the potential of this framework in nonlinear system identification, given sparsely collected corrupted
data, and the benefits of incorporating already known system information.

Introduction

Frictional joints are present in a plethora of applications and fields, such as the aerospace, automotive, and
building industries. Therefore, an ever-important challenge in the analysis of engineering systems is the under-
standing of friction damping in structural dynamics. Due to its nonlinear and non-smooth nature, the available
approaches, including proposing alternative constitutive laws and validating models based on experimental data
[2], cannot deal with the identification of friction forces. One way around this is to take advantage of the rapid
increase of data availability through measurements for complex engineering systems, and newly developed
identification techniques of the underlying differential equations of physical problems based on noisy measure-
ments. A promising framework called Sparse Identification of Nonlinear Dynamics (SINDy) [3] was developed
for this purpose, aiming to derive parsimonious solutions of nonlinear systems, which was further improved
by combining the principles of dictionary-based learning, which is a key concept in SINDy, with numerical
analysis tools, and more specifically the 4th order Runge-Kutta integration scheme [1]. This approach, the
so-called RK4-SINDy was proven to be more efficient when dealing with noisy and sparsely collected data, not
exploring though the incorporation of physics in discovering nonlinear models.

Results and discussion

The identification of the governing equations of an SDOF oscillator, including harmonic excitation and Coulomb
friction damping is investigated (Figure 1a). Part of the system’s equation of motion is assumed known during
the identification of the vector field of the global response, incorporating in this way part of the known physics,
while regarding the input data, noisy measurements (both artificially generated and experimental) were used.

(a) Problem schematic representation (unknown
quantities in red, known quantities in green).

(b) Velocity identification from artificially generated noisy mea-
surements.

Figure 1: Problem description - Results

It is evident (Figure 1b) that this approach leads to accurate results even for significant noise levels while
maintaining a parsimonious solution in order to avoid overfitting the noisy data.
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Abstract. We experimentally characterize a helical wire rope isolator to study its complex hysteretic behavior along
the Shear direction. The asymmetric force-displacement hysteresis loops are simulated by using two different models: a
differential one, obtained by a generalization of the Bouc-Wen model, and an exponential one, denominated Vaiana-Rosati
model. In particular, their parameters are first identified on the basis of the experimental data; subsequently, the accuracy
of the two models is verified by comparing the simulated hysteresis loops with those obtained experimentally.

Introduction

Helical Wire Rope Isolators (HWRIs) are metal devices made up of a stainless steel cable and two aluminum al-
loy or steel retainer bars where the cable is embedded. They can be effectively adopted for the vibration control
of museum artifacts, hospital equipment, electrical transformers, supercomputers, and intermodal containers.
The main aim of this work is to study the experimental behavior exhibited by a HWRI prototype when it is
tested along one of its principal transverse directions, denominated Shear direction. In addition, two recently
formulated hysteretic models [1, 2, 3] are proposed to reproduce its complex response and the related parame-
ters are identified on the basis of the experimental data.

Experimental tests

Figure 1a shows the tested HWRI prototype which differs from similar devices, already studied in previous
experimental campaigns [4], because of the different way its stainless steel cable is mounted.
The experimental tests have been performed at the Department of Structural and Geotechnical Engineering of
the Sapienza University of Rome.
Figure 1b, or equivalently Figure 1c, illustrates the typical asymmetric restoring force-displacement hysteresis
loops (black line) characterizing the device response when a transverse displacement is applied, along the Shear
direction, for six different values of amplitude.
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Figure 1: Tested HWRI (a); comparison between experimental responses and those simulated by the MBWM (b) and VRM (c).

Identification and Simulation

In order to simulate the complex device response, two hysteretic models are proposed. The first one represents
a Modified Bouc-Wen Model (MBWM), developed by Carboni et al. [1, 2], whereas the second one is the so-
called Vaiana-Rosati Model (VRM), recently formulated by Vaiana and Rosati [3]. The MBWM is a differential
model that adopts 11 parameters, whereas the VRM represents an exponential model based on two independent
sets of 8 parameters that control, respectively, the loading and unloading phases.
Figure 1b (Figure 1c) compares the experimental hysteresis loops with those simulated by using the MBWM
(VRM). Such comparisons confirm the accuracy of both models.
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Abstract. Since bolted complex structures are easily subjected to faults like fatigue crack/bolt loosening during their service, 
monitoring faults is very meaningful and helpful for them. Therefore, a novel vibration response-based approach to monitor 
faults in bolted complex structures is proposed in this paper. In the new approach, bolted complex structures are simplified as 
some discrete substructures, whose nonlinear dynamics are studied by a nonlinear multi-degree-of-freedom (MDOF) mode. 
By stimulating the structure many times with different magnitudes, nonlinear features from the substructure to be monitored 
only are defined, and a novel fault index and corresponding approach are proposed accordingly. With some experimental 
studies on a lab bolted complex structure, the effectiveness of the proposed approach is vindicated fully. 
 

Introduction 
 

For complex engineering structures, bolts are widely applied to to clamp different elements. However, they 
are easily subjected to faults like fatigue crack/bolt loosening during their service process since these bolted 
complex structures often work with dynamic loads like vibration and impact. Bolt faults not only affect 
structures’ safety and reliability, and may cause some catastrophic consequences [1]. Therefore, monitoring 
bolt faults at an early stage is very meaningful and helpful to keep the healthy operation of bolted complex 
structures. For this objective, a host of vibration response-based methods have been proposed [2]. Their 
fundamental principle is that vibration response-based features depend on structural physical properties solely, 
any change in properties due to bolt faults can thus be monitored by monitoring changes in vibration response-
based indexes [3]. Existing nonlinear vibration response-based methods provide much more information of 
complex structures with bolt faults. However, one obvious limitation is that data from health structures are 
required during the implementation of methods. This would affect these methods’ effectiveness if data of 
health structures are not known. To consider this issue, a novel vibration response-based approach to monitor 
faults in bolted complex structures is proposed in this paper. The main novelties of this paper are: i) Stimulating 
the structure to be monitored only, and using nonlinear vibration responses, local fault features are derived; ii) 
With fault features, a novel approach with a sensitive fault index is proposed, and its availability is illustrated 
through experimental cases on a lab bolted complex structure (Figure 1). 

 
 

Figure 1: Diagnosis results related masses. 
 

Results and discussion  
 
By considering effect of faults as nonlinear restoring loads, discrete MDOF model with nonlinear elements 
can be built for the dynamic analysis of bolted complex structures. 
Stimulating the structure many times, similar equations from the substructure to be monitored can be applied 
to form a local and sensitive vibration response-based fault index. 
Results from experimental studies on a bolted complex structure with a loosening fault show that the novel 
approach can give more correct location of faults in the structure. 
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Abstract. In this work, we investigate the capabilities of the Sparse Identification of Nonlinear Dynamics method for
time-delay identification. We test the robustness and effectiveness of the method through data generated using reference
systems with known time-delay.

Introduction

Model construction based on data-driven techniques has gained considerable ground over the past years due
to the more versatile measurement toolset (such as image recognition, smartphone sensors, etc.) and a large
amount of available data. The development of computer sciences, statistical and machine learning tools en-
able more efficient data processing and model discovery. The appearance of Scientific Machine Learning [1]
(SciML) made the model construction more sophisticated by opening a physics-informed toolset for us to
discover phenomena described by dynamical systems. Throughout this work, we investigate one of these tech-
niques, the Sparse Identification of Nonlinear Dynamics (SINDy) in presence of time delay. The core idea of
the method was first presented by Brunton et al. in 2016 [2], that we modify to find the underlying physics of
time-delayed systems. We investigate the limits and the prerequisites of this technique through numerical ex-
periments using a dataset constructed by simulating dynamic systems with known parameters and time-delays.
We also include a stochastic effect to test out the robustness of the method. We apply the SINDy with the
sequentially thresholded least squares algorithm (STLSQ) [3].

Figure 1: (a) Two identified systems for different λ threshold values of the STLSQ algorithm. The reference system for this case was
ẋ(t) = −x3(t − τ) − x(t − τ) + 0.09 sin(t) with τ = 1.0 s. By increasing the value of λ we get a system with increased error on
behalf of having less terms to describe it. (b) The errors of the identified systems are shown with respect to the λ values. Identification
of the best fitting solution is possible this way. Two cases are highlighted with λ = 0.09 and λ = 0.15 thresholds in correspondence
with panel a. Note, that even in cases when the error was larger the identified time-delay was correct.

Results and discussion

We have found that on simulated non-linear systems the SINDy algorithm worked well with the proposed
method, see example in Fig.1(a). To successfully achieve a sufficient fit we identified the proper threshold
value λ for the STLSQ algorithm by sweeping through a range of different values and finding the one with the
lowest error as in Fig.1(b). Despite of falsely identified terms, the found time-delay was correct. In our study,
the physically meaningful range of delay has to be determined for the algorithm and the candidate terms have
to be introduced with a sparse delay distribution. This method was useful in cases when the behavior of the
system could be described by expected terms. The developed method is also capable to identify multiple time
delays in the same system which is also the subject of our research.
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Abstract. In the context of condition monitoring for structures and industrial assets, the estimation of unknown inputs,
usually referring to acting loads, is of salient importance for guaranteeing safe and performant engineered systems. In
this work, we propose a novel method for estimating unknown inputs from measured outputs, particularly for the case of
dynamical systems with known or learned dynamics. The objective is to search for those system inputs that will reproduce
the actual measured outputs. This can be reformulated as a Partially Observable Markov Decision Process (POMDP)
problem and solved with well-established planning algorithms for POMDPs. The proposed method is demonstrated using
simulated dynamical systems for structures with known dynamics, as well as a real wind turbine with learned dynamics,
which is inferred via use of a Neural Extended Kalman Filter (Neural EKF) scheme, a deep learning-based method for
learning stochastic dynamics.

Introduction

In the domains of Structural Health Monitoring (SHM) and Prognostics and Health Management (PHM), the
assessment of performance or condition, e.g in terms of fatigue accumulation and reliability, can be evaluated
more efficiently under adequate estimation of the acting loads. One typical such application is input estimation
for vehicles (e.g. via estimation of the road roughness profile); a use case which has found increasing use in
recent years, as part of the so called on board monitoring or mobile sensing platforms [1].
In this work, we investigate the input estimation problem from a new perspective. The input estimation problem
seeks the inputs that reproduce the measured system responses, which are regarded as the actual reference
outputs. With such a consideration, the input estimation problem can be formulated as a Partially Observable
Markov Decision Process (POMDP). We choose the cross-entropy method [2] for policy search due to its
efficiency and robustness.

Figure 1: Unknown input estimation problem as a PODMP. The objective is to find a candidate input âT that can minimize the difference
between the observation x̂T+1 that is generated from this candidate input and the true (measured) observation xT+1.

Results and Discussion

We show the applicability of the proposed methodology in theory and real-world applications. The problem of
mobile sensing is examined, where the inputs correspond to road and rail profiles, for the case of road versus
railway infrastructure, respectively. These examples demonstrate potential on real-world problems of practical
value. Finally, the proposed method is applied on the further problem of input estimation using a real-world
dataset obtained from a wind turbine. Here, a deep learning-based dynamics model [3] is first inferred from the
available data. Different model-based reinforcement learning frameworks and dynamics modeling methods can
be integrated into the proposed methodology. This work aims to set the idea of such a use case for POMDPs
in place. The influence of various reinforcement learning methods and a thorough comparison against further
input estimation frameworks are left for further work.
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Abstract. This paper proposes a hybrid physics-machine learning modeling method to identify unknown parameters of
a nonlinear dynamics system and to quantify the uncertainty of parameter predictions. The contribution of this method
depends on the introduction of physics-based features to improve the efficiency of data-based modeling and compensate
for the inadequacy of data acquisition by generating training data from parameterization. In the physics-based modeling,
the perturbation method is applied to obtain the asymptotic solution and frequency response of the nonlinear system.
Extracted mathematical relationships provide for the identification of root causes of changes in frequency response. Sub-
sequently, topological changes are quantified to be used as the inputs of the machine learning model. A Gaussian Process
Regression (GPR) model is developed which uses physics-based features. After training and testing, the GPR model fed
with measured data from real systems is capable of estimating parameters and the confidence interval of the prediction.
In this paper, a coupled duffing oscillator system is simulated as a test system. Then a nonlinear pendulum is employed
as the experimental setup to verify our method practically. The accurate predictions of damping and stiffness validated by
experimental data demonstrate the effectiveness of the proposed method.

Introduction

Operational conditions of system change due to parametric defects, faults, operational environment and so many
inevitable reasons compromising the effectiveness of model-based prediction, analysis and control. Therefore,
accurate identification of different operational conditions becomes a very practical problem. However, the
complexity of traditional physics-based modeling and the insufficiency in the generalization of data-based
modeling leave a lot to be desired in state of the art. This paper is focusing on combining physics-based
modeling and data-based modeling to reach higher prediction accuracy and to provide quantified uncertainty
of this prediction. The method of multiple scales is leveraged to obtain the frequency response for generating
physics-based features. The Gaussian Process Regression (GPR) model is able to incorporate these physics-
based features to make predictions and measure the uncertainty over these predictions. The flow chart of the
proposed method is demonstrated in Fig. 1 (a).
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Figure 1: (a) Outline of the proposed method (b) Uncertainty prediction by Gaussian process model

Results and discussion

Gaussian processes (GP) model is a supervised learning method developed by computer science and statistics
communities. By integrating prior knowledge as kernel functions, GP provides a probability distribution over
possible functions that fit a set of observations. Derived from this, a GPR model can predict the probability
distribution of new points, and the corresponding standard deviation can be used to estimate uncertainty over
these predictions. Fig. 1 (b) demonstrates the predictions of the coupling coefficient in a system of coupled
Duffing oscillators. Trained by four physics-based features (denoted by blue dots), the developed GPR model
provides coupling coefficients (denoted by green stars), and 95% confidence intervals (denoted by grey area)
with 0.0025 root square error and 6.69e−6 regression loss, while a data-based GRP model trained by sixteen
statistical features including maximum, minimum, median and mean can only reach 0.003 root square error and
8.79e−6 regression loss. It is clear that the hybrid model outperforms data-based model in accuracy, regression
loss and quantity of features. Moreover, these superior results will become more pronounced as the nonlinearity
strengthens. The proposed method is also applied to a nonlinear pendulum system for damping and stiffness
estimation. The experimental results not only confirm the above conclusions, but also demonstrate the excellent
noise resistance ability of the hybrid modeling method.
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Abstract. System identification offers a valuable tool for creating models of systems from experimental or field mon-
itoring data. When dealing with complex systems, characterized by nonlinearity, neural network based methods have
proven potent tools in model discovery due to their flexibility and efficient learning algorithms. Long short term memory
(LSTM) networks are a type of neural network which shows particular promise for modeling nonlinear structural systems.
Previous work on such methods has been focused on deterministic networks. In this work, we adopt a Bayesian imple-
mentation of such an LSTM network, which offers the advantage of uncertainty quantification. Such a Bayesian-LSTM
is demonstrated in this work applied to an experimental nonlinear structural system.

Introduction

In modern high performance engineering systems the consideration of nonlinearity is inevitable, especially for
systems comprising advanced composite materials or subject to extreme environments. Identification of such
nonlinear systems is important for many potential applications, such as control or digital twinning, and yet it
remains a considerable challenge to create lightweight and accurate nonlinear models for such systems. Recent
work has leveraged neural networks for system identification problems, due to their ability to approximate
highly complex systems. Recurrent neural networks (RNNs) are a form of neural network which are specifically
designed for dealing with sequence data; LSTM networks, a particular type of RNN, have shown particular
promise in the domain of nonlinear dynamics [1, 2]. These works have, however, been limited to deterministic
LSTM networks. By exploiting a Bayesian framework, a stochastic LSTM network is rendered, able to predict
a distribution on possible outputs rather than point estimates. This is particularly valuable within a digital
twinning context, where a digital twin forms a necessary element for supporting decisions on operation and
maintenance of engineering assets.
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Figure 1: Prediction of acceleration response of 3rd storey to new base excitation input with a Bayesian LSTM, including uncertainty
bounds.

Results and Discussion

In this work, we apply a Bayesian implementation of an LSTM neural network for identification of a nonlinear
experimental system, namely, a three-storey shear-frame benchmark structure established by the Los Alamos
National Laboratory (LANL) [3]. This 3 storey frame structure is excited by random ground motion and
nonlinearity is introduced in the form of a rubber bumper acting between the 2nd and 3rd storey, acting as a
bi-linear stiffness nonlinearity. We train a Bayesian LSTM to predict the acceleration of the 3 storeys to ground
excitation. Some of the experimental runs are used for training the model with others reserved for testing. It
is demonstrated that the trained model can successfully approximate the system dynamics by recreating the
system response to input time-series not seen in the training set. Simultaneously the Bayesian LSTM can
provide estimates of the uncertainty of its response, which are interpretable and useful to the engineer.
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Abstract. With the help of an UKF and Sage-Husa adaptive filter algorithm, a nonparametric NRF and time-varying 
structural parameters simultaneous identification approach is presented for multi-degree-of-freedom (MDOF) structures under 
known dynamic loadings using partially available acceleration responses, where the NRF is expressed with a Hermite 
polynomial model in a nonparametric way. The performance of the proposed approach is studied in the context of a numerical 
example consisting of a nonlinear MDOF frame structure with a magnetorheological (MR) damper on the fourth story 
mimicking nonlinear behavior. The MDOF frame is a time-varying parameter model which inter-story stiffness parameter 
varies with time. Effect of acceleration measurement noise levels on identification results is investigated. Results show that 
the proposed method can identify the time-varying structural parameters, unknown dynamic responses and NRF exhibiting a 
strong nonlinear behaviour in a nonparametric way. 
 

Introduction 
 

Structural nonlinearity identification plays key roles in post-event damage detection for engineering structures 
excited by strong dynamic loadings. Due to high complexity and individuality of structural nonlinearities, it is 
difficult to provide an exact parametric mathematical model in advance to describe the nonlinear behaviour of 
a structural member or a substructure under strong dynamic loadings in practice. Identifying the nonlinear 
restoring force (NRF) of an engineering structure instead of the stiffness in a nonparametric way where no 
exact parametric mathematical model for NRF is required is more attractive. Additionally, structural physical 
parameters often vary gradually due to the degradation of material properties or damage initiation and 
development and engineering structures are usually time-varying systems. Limited studies on the identification 
approaches for time-varying structural parameters of nonlinear structure have been attempted [1,2]. Traditional 
unscented Kalman filter (UKF) can only identify time-invariant structural parameters. For time-invariant 
parameters of nonlinear structures, Zhao et al. [3, 4] proposed nonparametric methods for identifying NRF. 
Therefore, it is crucial to propose a nonparametric identification method for structural NRF and time-varying 
structural parameters based on partially measured dynamic responses. 
 

Results and discussion 
 

In this study, time-dependent inter-story stiffness of nonlinear structures is considered. Identified results show that 
the proposed identification method can effectively identify time-varying structural parameters, unknown dynamic 
responses and NRF in a nonparametric way. Figs. 1 and 2 show the identification results of the gradually varying 
stiffness parameters of the 2th floor and the NRF provided the MR damper on the 4th floor. 

  
Figure 1: Identification of gradually varying stiffness parameters 

of the 2th floor Figure 2: Identified NRF provided MR damper on the 4th floor 
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Application of SINDy for the discovery of governing equations of a trapped particle in an 

acoustic radiation force field  
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Abstract. The contactless technique for trapping, handling, and levitating particles using acoustic radiation forces has many 

applications in engineering and medicine. Recently, Brunton et al. proposed the Sparse Identification of Nonlinear Dynamics 

(SINDy) approach to identify governing equations of motion from time series data. We use SINDy to extract the equation of 

motion of a trapped particle oscillating in an acoustic radiation force field which is related to the family of Duffing oscillators.  

We simulate the responses of this equation to benchmark SINDy for different dynamical regimes which are then validated for 

the case of a predicted period-1 limit cycle using experimentally captured data for TinyLev.  
 

Introduction 
 

Although the acoustic radiation force as a nonlinear acoustic phenomenon has been investigated for many 

years, the interaction of the influence of secondary excitation on the dynamics of a particle in an acoustic force 

field is yet to be fully studied [1]. By periodically exciting the acoustic force field externally using a shaker 

with amplitude, 𝐴𝑒𝑥, and frequency, 𝜔𝑒𝑥, the particle is also excited with a specific amplitude, 𝐴 = 𝑓(𝐴𝑒𝑥), 

and frequency, 𝜔o = 𝑔(𝜔𝑒𝑥), when 𝑓 and 𝑔 being functions relating the external excitation to the particle’s 

oscillation. We explicitly derive that the developed acoustic trap follows the behaviour of a nonlinear Duffing-

like oscillator as follows: 

�̈� + 𝑎1|�̇�|�̇� + 𝑎2𝜃 −
𝑎2

6
𝜃3 = 𝐹 cos 𝜃 sin 𝜔o𝑡,   (1) 

where 𝜃 is the displacement, ‘(∙)’ is its time derivative, and 𝑎1 and 𝑎2 are coefficients depending on the drag 

coefficient, the levitated object, and its surrounding fluid properties, and 𝐹 is a coefficient depending on the 

𝐴𝑒𝑥. Then, the Sparse Identification of Nonlinear Dynamics (SINDy) algorithm [2,3] is employed (schematic 

Fig 1a) to extract a set of coefficients representing the particle’s equation of motion,  see Eq. (1) [4]. Real-life 

measurements of the oscillations of a Styrofoam bead provide experimental data for a TinyLev [5] system to 

validate the performance of a period-1regime using 𝐴𝑒𝑥 ≤ 0.2 [mm] and 𝑓𝑒𝑥 ≤ 100 [Hz].  
 

Results and discussion 
 

 
Figure 1: Schematic of SINDy algorithm to identify governing equation from nonlinear time series data. Data are collected from 

measurements of the system, including a time history of the states 𝜃 and derivatives �̇�. [𝑎𝑚𝑛] and [𝑏𝑚𝑛] are unknown coefficients. 
 

It is demonstrated that SINDy is a powerful new technique to identify nonlinear dynamical systems from data 

without assumptions on the form of the governing equation of motion. Results indicate good correlation with 

theory, however moving into more complex dynamics at lower excitation amplitudes [4] indicate that higher 

order nonlinear terms in Eq. (1) might be required.  
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Abstract. Principles of a moving mass control of the orbital parameters of an artificial satellite are discussed based on the 
suggested design of the dumbbell shaped satellite. The purpose of the design is to implement a non-jet actuation through the 
variable geometry of the satellite associated with its internal degrees-of-freedom. Both massive parts of the dumbbell can spin 
and change their relative distance upon the orbital angle according to the suggested control algorithms.  It is shown by analysis 
and simulations that this in an effective approach to altering orbital parameters.  
 

Introduction 
 

A dumbbell-shaped satellite model enables the two-particle approach to be implemented for representing the 
dynamics of a rigid-body moving in a central gravitational field. Such modeling eases analytical manipulations 
with the differential equations of motion; thus, providing a clear way for designing control algorithms. In 
addition, the dumbbell model captures important dynamic properties of the so-called tethered satellite systems 
used in experimental investigations of space related exploitation of the Earth’s magnetic field [1]. During the 
past decades, different spinning tethered systems were analyzed in connection with specific space missions, 
including the Momentum-Exchange/Electrodynamic-Reboost (MXER) project by NASA. The main purpose 
of the present work is to understand the extent to which orbital parameters of the satellite can be controlled 
through variations of the satellite geometry, namely, by the satellite length and the relative angles φ of the two 
massive components with respect to the connecting rod (Fig.1a). 

 
(a) 

 

 
(b) 

 

Figure 1: Planar dynamics of the dumbbell satellite with controllable inertial properties: (a) schematic of the satellite, and (b) the 
model coordinates with mass parameters and elements of the orbit in the inertial Cartesian frame [2]. 

 

Results and discussion 
 

It is shown that the total energy of the satellite, 𝛼(𝜈), follows the target profile, 𝛼 (𝜈), with both increasing 
and decreasing intervals, if the satellite angle θ (Fig.1b) is guided by the prescribed dependence  

 2 21
( ) 1 cos sgn( ) / 1 sin sgn( )

4 2 2d d d

          
                   

, 

where β is a smoothing parameter, such that, for 𝛽 = 0, the above equation yields a shifted cosine wave, 
whereas 𝛽 → 1 leads to a rectangular pulse train. Both classical PID and robust sliding mode control algorithms 
assume that the main control input is generated through the rotation of end masses, 𝜑(𝜈). The total angular 
momentum conservation law guarantees the corresponding effect on the angular coordinate 𝜃(𝜈). The rate of 
change of the eccentricity per unit orbital cycle is found to be 6/ 1.5625 10de dN    for the orbital 
parameters 13623.58 kma  and 0.34456e  , and satellite length 10 km , which is reasonable for tether 
structures. Such relatively minor effects may still be sufficient for long-terms non-jet corrections of orbits since 
the suggested actuators can use electric energy accumulated from solar panels over the extended operational 
period.  
 
References 
[1] Beletsky V.V., Levin E.M. (1993) Dynamics of space tether systems. Advances in the Astronaut. Sci  83. 
[2] Pilipchuk V., Shaw S.W., Chalhoub N. (2022) Control of dumbbell satellite orbits using moving mass actuators. Nonlinear Dynamics 

110:1373-1391. 

x

y

l

r
m/2

m/2

M rminrmax

-l





i

j
min

max

(1 )

(1 )

r a e

r a e

 
 



Three-dimensional deployment of cable nets for active removal of space debris
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Abstract. Deployable cable nets are promising capture systems for the active removal of space debris. We propose a
finite element model of the cable net with lumped nodal masses and first-order cable elements. The nodal positions are
assumed as the main unknowns of the problem. Large displacements and finite deformations are considered through the
Green-Lagrange strain tensor. Cable elements are assumed to react only in tension through a hyper-elastic constitutive
law. The governing equations are solved numerically by means of the Runge-Kutta method with variable time step. As an
example, the three-dimensional deployment of a planar, square-mesh net is simulated. The proposed approach turns out
to be computationally effective and accurate.

Introduction

Remediation activities set out for the disposal of massive objects abandoned around the Earth are needed to
secure the most valuable orbital regions. For active debris removal (ADR), the development of an effective
capturing mechanism is still an open issue. Among several proposals, cable nets are light, easily packable,
scalable, and versatile. Nonetheless, guidance, navigation, and control (GNC) aspects are especially critical in
both the capture and post-capture phases [1].
Several theoretical models have been proposed to describe the deployment and capture processes. Benvenuto
et al. [2] and Botta et al. [3] modelled the net as a system of concentrated masses connected to each others by
spring-dampers. In their models, springs react only in tension and infinitesimal strains are considered. Shan
et al. [4] compared the simple lumped mass-spring model with a more refined one based on the absolute
nodal coordinate formulation (ANCF) proposed by Shabana [5]. They used a third-order cable element, and
considered finite strains through the Green-Lagrange strain tensor. The lumped mass-spring and ANCF models
predicted similar overall behaviour of the net, but the ANCF model was much more computationally expensive.

Figure 1: In-plane deployment of the cable net. Grey and blue lines represent the reference and current configurations, respectively.

Results and discussion

We propose a finite element model of the cable net with lumped nodal masses and first-order cable elements. In
line with the ANCF, we adopt the nodal positions as the main unknowns of the problem, obtaining a symmetric
secant elastic stiffness matrix [6]. Large displacements and finite deformations are considered through the
Green-Lagrange strain tensor. Cable elements are assumed to react only in tension according to a hyper-elastic
constitutive law [7]. Global damping is introduced into the model according to Rayleigh’s hypothesis. The
governing equations are solved numerically by means of the Runge-Kutta method with variable time step.
As an illustrative example, we present the simulation of the three-dimensional deployment of a planar, square-
mesh net. The proposed approach turns out to be computationally effective and accurate.
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Abstract. Aerospace structure is multi degree of freedom system, which contains complex dynamic characteristics such as 

time-varying parameters, geometric nonlinearity, gap nonlinearity and so on. According to the law of motion of nonlinear 

pendulum and considering the influence of geometric nonlinearity of medium swing angle, the relationship between 

vibration frequency and nonlinear term is obtained by perturbation method, and the influence of parameters on vibration 

characteristics is studied. Then, the active vibration control system of aerospace structure is established. Variable step size 

LMS adaptive filtering algorithm or T-S fuzzy control algorithm are used to calculate the control signal, and considering the 

influence of geometric nonlinearity, the actuator is used to suppress the vibration of the suspended structure. Finally, the 

amplitude of vibration response decreases by more than 75%  under transient excitation and steady-state excitation. 
 

Introduction 
 

Gravity makes the hoop antenna produce serious static deformation, which increases the difficulty of 

mechanical test and affects the accuracy of vibration control. In order to simulate low gravity environment, 

suspension method is applied to gravity unloading. Rope suspension has the advantages of large simulation 

range and no additional inertia
[1]

. However, the nonlinearity of the suspension cable interferes with the 

vibration characteristics. Under the premise that the hoop antenna has complex multi-mode and nonlinear 

factors
[2]

, whether it can effectively suppress the vibration is a mechanical problem. 

The advantages of hanging the spacecraft by ropes are simple, reliable and small additional stiffness. If 

the rope length is long enough, low gravity or even zero gravity simulation of the spacecraft can be realized 

in both active and passive ways. However, the rope used in the suspension device is slender and soft, and the 

mechanical model is simplified as a string. In order to realize gravity unloading and follow-up movement, 

the suspension device inevitably produces vibration problems. As the rope (string) vibrates laterally, the 

nonlinear parameters significantly affect the dynamic characteristics of the rope (string)
[3]

. Therefore, according 

to the law of motion of nonlinear pendulum and considering the influence of geometric nonlinearity of medium swing angle, 

the oscillation equation with nonlinear term is established. 

     sin cos 0ml t mg t T t                                               (1)
 

Assuming a small swing angle motion, sin θ ≈ θ,it is simplified to a linear system, 
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If the swing angle is medium, Taylor expansion is used, 
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Figure 1: Relationship between vibration frequency, swing angle and rope length 
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 Control of orbital parameters of a dumbbell satellite using moving mass actuators 
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Abstract. Principles of a moving mass control of the orbital parameters of an artificial satellite are discussed based on the 
suggested design of the dumbbell shaped satellite. The purpose of the design is to implement a non-jet actuation through the 
variable geometry of the satellite associated with its internal degrees-of-freedom. Both massive parts of the dumbbell can spin 
and change their relative distance upon the orbital angle according to the suggested control algorithms.  It is shown by analysis 
and simulations that this in an effective approach to altering orbital parameters.  
 

Introduction 
 

A dumbbell-shaped satellite model enables the two-particle approach to be implemented for representing the 
dynamics of a rigid-body moving in a central gravitational field. Such modeling eases analytical manipulations 
with the differential equations of motion; thus, providing a clear way for designing control algorithms. In 
addition, the dumbbell model captures important dynamic properties of the so-called tethered satellite systems 
used in experimental investigations of space related exploitation of the Earth’s magnetic field [1]. During the 
past decades, different spinning tethered systems were analyzed in connection with specific space missions, 
including the Momentum-Exchange/Electrodynamic-Reboost (MXER) project by NASA. The main purpose 
of the present work is to understand the extent to which orbital parameters of the satellite can be controlled 
through variations of the satellite geometry, namely, by the satellite length and the relative angles φ of the two 
massive components with respect to the connecting rod (Fig.1a). 

 
(a) 

 

 
(b) 

 

Figure 1: Planar dynamics of the dumbbell satellite with controllable inertial properties: (a) schematic of the satellite, and (b) the 
model coordinates with mass parameters and elements of the orbit in the inertial Cartesian frame [2]. 

 

Results and discussion 
 

It is shown that the total energy of the satellite, 𝛼(𝜈), follows the target profile, 𝛼 (𝜈), with both increasing 
and decreasing intervals, if the satellite angle θ (Fig.1b) is guided by the prescribed dependence  

 2 21
( ) 1 cos sgn( ) / 1 sin sgn( )

4 2 2d d d

          
                   

, 

where β is a smoothing parameter, such that, for 𝛽 = 0, the above equation yields a shifted cosine wave, 
whereas 𝛽 → 1 leads to a rectangular pulse train. Both classical PID and robust sliding mode control algorithms 
assume that the main control input is generated through the rotation of end masses, 𝜑(𝜈). The total angular 
momentum conservation law guarantees the corresponding effect on the angular coordinate 𝜃(𝜈). The rate of 
change of the eccentricity per unit orbital cycle is found to be 6/ 1.5625 10de dN    for the orbital 
parameters 13623.58 kma  and 0.34456e  , and satellite length 10 km , which is reasonable for tether 
structures. Such relatively minor effects may still be sufficient for long-terms non-jet corrections of orbits since 
the suggested actuators can use electric energy accumulated from solar panels over the extended operational 
period.  
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Modal Testing of In Situ BAE T1A Hawk Wing: Benchmark Dataset
Matthew Bonney∗, David Wagg∗ and Tim Rogers ∗

∗Dynamics Research Group, Department of Mechanical Engineering, The University of Sheffield, Sheffield, UK

Abstract. In the generation of digital twins for existing systems, a BAE T1A Hawk aircraft for this benchmark dataset,
required reverse engineering through modelling and experimental testing. This work presents a dataset for the starboard
wing that contains vibration test data including multiple repetitions (to test repeatability), excitation types, amplitudes, and
configurations (to simulate damage). The dataset is freely available for other researchers to test novel damage detection
algorithms, model updating, non-linearity measurements, and other various techniques that can increase the accuracy and
usability of a digital twin for managing this and other similar types of systems.

Introduction

Digital twins (DTs) are radically reshaping many aspects of modern engineering systems. One of the major
objectives of a DT is the pairing between the virtual and physical systems. For many ageing systems, as is
commonplace in aerospace systems, there is a major lack of information regarding the physical asset. Because
of this deficiency, the ability to create a DT for such a system requires reverse engineering through data mea-
surements and modelling. However, the actual design did not utilise modern technology such as computer aided
drafting and finite element analysis. To progress towards a DT of an aircraft of this age, this work focuses on the
development of a benchmark dataset for a BAE T1A Hawk fixed-wing aircraft. This work is part of the main
objectives of the Alan Turing Institute funded project Digital Twins for High-Value Engineering Applications
(DTHIVE) [1].

Dataset

The testing performed to generate this dataset is focused around a dense array of accelerometers applied to
the starboard wing that is excited using a single modal shaker at approximately 75% of the wing length on the
bottom. There are a total of 55 accelerometers attached at selected locations with a total of six lines of sensors
down the length of the wing, four on the top and two on the bottom. The remaining sensors are places at points
of interest such as the root and landing gear. Figure 1 shows a picture taken during the experimental testing
showing the accelerometers that are attached to the top of the wing.

Figure 1: Experimental setup for the vibration testing of the Hawk T1A Wing

There are two main excitation types uses in this data, a burst random and sine swept. These are performed at
varied amplitude levels with multiple repetitions at each excitation level to tests for experimental repeatability
and non-linearity. In addition to these nominal tests, additional masses were added to the wing at specified
location to mimic wing damage (an increase in mass to mimic a decrease in stiffness). The dataset is freely
available to use by other researchers and can be obtained through [2].
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Abstract. Shape-shifting materials is entering into many disciplines from engineering to medicine, where passive sensors are 

needed. The idea of making the material independent of configuring itself on the basis of the surrounding environment thanks 

to a preliminary training that does not lose its characteristics of the material, is innovative. This study, from an experimental 

point of view, is aimed at analyzing the morphing capabilities of a multilayer in a fixed temperature range following a 

preliminary training. A bi-material structure is considered in wich one of the two layers is made up of polyethylene (PE) 

reinforced with polyethylene terephthalate (PET) fibers and the other is made up of a layer of Aluminum Foil. The capacity 

of this morphing material is to modify its shape configuration and the variation of the dynamic response is compensated by 

the contribution of the material and geometric variations due to the different configurations. 
 

Introduction 
 

The development of materials with multiple functionalities, as morphing materials, is becoming essential not 

only in various engineering fields to improve performance of the devices/structures but also to reduce 

environmental impact. Morphing materials have the intrinsic ability to adapt their shape due to different (even 
external) stimuli. [2] There are, in particular, some smart materials that can be programmed and transformed 

using external stimuli such as: the change of temperature, light, water, electricity and magnetic fields.  Others 

that change in which the shape changes are triggered by geometric effects or by exploiting the material’s 
homogeneity or non-homogeneity [7]. Among the existing morphing and smart materials, shape memory 

polymers (SMPs) are those capable of memorizing a temporary shape and recovering to the permanent shape 

upon the occurrence of an external stimuli. Although such a basic concept was known for half a century, recent 

progresses allowed to transfer the usage of such materials, especially in the case of thermo-responsive 
materials, for practical applications. The fundamental limitation of SMPs is that they are not able to provide 

cyclic shape changes and that their morphing response can only be achieved under specific and unchangeable 

inputs. Moreover, in most cases external devices/power are required to provide the relevant stimulus to achieve 
the desired morphing shape (such as sources of heat, light or humidity). The most intriguing approaches are 

seeking the spontaneous response of materials when the stimulus is directly provided by the surrounding 

environment. However, spontaneous cyclability and adaptability to different environmental conditions 
represents key challenges in the field.  With this in mind, here a unique bi-material structure that is able to 

provide cyclic and indeed radical shape changes at the desired set triggering temperature, is presented together 

with the vibrational response of the corresponding  morphing modes.  

 
 

Figure 1: Images showing the designed bi-layer in its two programmed shapes activated by temperature. FFT of the bi-layer in its two 
configurations (flat and rolled). In the inset the shape changes are plotted at different time intervals. 

 

Bi-layer design and the dynamic response of its morphed shapes 

In this work it is shown that a bi-material structure formed by a fiber reinforced composite layer and an 

aluminum foil, has morphing ability when subjected to both positive and negative thermal gradients. This 
response can be associated with the opposite coefficients of thermal expansion and glass transition temperature 

between the forming layers as well as their stiffness variation with temperature and the multi-material 

plasticization during the “education” step. The vibrational analysis shows that the resonance frequency is just 

slightly affected by the configuration changes and this is due to the compensation of the loss in stiffness due 
to temperature with the increase in stiffness due to large-in-scale geometrical changes. 
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Abstract. In present paper we provide results on qualitative modelling of landslide dynamics under the assumption 

of delayed failure and the effect of background noise. Results obtained indicate that examined time series, which 

represent the actual recordings of background noise, belong to a group of stationary linear stochastic processes 

with Gaussian inputs. Such noise is introduced as the additive term in the system of delay differential equations 

governing the dynamics of spring-block model composed of n units with delayed failure. Friction law assumed in 

the model represents the cubic friction force. Results of the performed research, using mean-field approximation 

and numerical computation, indicates the conditions for occurrence of Andronov-Hopf direct supercritical 

bifurcation. In particular, it is shown small-amplitude background noise could contribute to the onset of in-stability 

if the system under study is at the verge of stability. 
 

Introduction 
 

In present paper our analysis is based on the model initially proposed by Davis [1], who assumed that dynamics 

of accumulation slope could be qualitatively described by the interaction of feeder and accumulation part of 

the slope. The existence of noise is firstly evaluated using surrogate data testing of the two null hypotheses: 

that data are independent random numbers, and from a stationary linear stochastic processes with Gaussian 

inputs. Noise is proposed to be introduced as additive white noise as a part of the system of delay differential 

equations governing the dynamics of spring-block model composed of n units with delayed failure, which is 

assumed to qualitatively mimic the landslide motion [1]: 

𝑥𝑖(𝑡) = 𝑦𝑖(𝑡)𝑑𝑡   

𝑑𝑦𝑖(𝑡) = − [𝑎(𝑉 + 𝑦𝑖(𝑡))
3

− 𝑏(𝑉 + 𝑦𝑖(𝑡))
2

+ 𝑐(𝑉 + 𝑦𝑖(𝑡))] 𝑑𝑡 + (𝑎𝑉3 − 𝑏𝑉2 + 𝑐𝑉)𝑑𝑡 +

+ ∑ 𝑘 (𝑥𝑗(𝑡 − 𝜏) − 𝑥𝑖(𝑡)) 𝑑𝑡 + √2𝐷𝑑𝑊𝑖
𝑁
𝑗=1           (1)   

where xi and yi are displacement and velocity of the i-th block, V=0.2 is the constant background velocity of 

the system, τ is the introduced time delay and k is the spring stiffness. Terms√2𝐷𝑑𝑊𝑖 represent stochastic 

increments of independent Wiener process, i.e. dWi satisfy: E(dWi) = 0, E (dWidWj)= δijdt, where E() denotes 

the expectation over many realizations of the stochastic process and D is intensity of additive local noise. 

Friction law assumed in (1) represents the cubic friction force, with frictional parameters a, b and c as proposed 

in [2]. As it was shown in previous research [3], noise could represent the main trigger for instability to occur 

for certain initial conditions or dynamical regime of the system under study.  
 

Results and discussion 
 

In the first phase of the research, surrogate data testing is invoked to examine the recorded background seismic 

noise [4]. Results obtained indicate that zeroth-order prediction error for the examined time series is smaller 

than zeroth order prediction error for 20 surrogate time series, which were obtained by random shuffling of the 

starting data. On the other hand, it seems that the observed time series could be characterized as stochastic 

linear series with Gaussian inputs, since the results show that distribution of zeroth order prediction error for 

the starting series with the increase of prediction steps is well within the prediction error for the surrogate tests.  

In the second part of the research, we examined the dynamics of the proposed model (1). System is analyzed 

for the following parameter values: a=3.2, b=7.2 and c=4.8, V=0.2, and for the following initial conditions: 

x10=0.001, x20=0.0001, y10=0.1, y20=0.1. Results of the performed research, using mean-field approximation 

and numerical computation, indicates the conditions for occurrence of Andronov-Hopf direct supercritical 

bifurcation. In particular, it is shown small-amplitude background noise could contribute to the onset of 

instability if the system under study is at the verge of stability. Moreover, results obtained indicate conditions 

for which the decrease of friction force and delayed failure leads to onset of instability, as well the conditions 

for which the increase of friction force leads to stabilization of sliding.  
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Abstract. A replacement lumped-parameter model is proposed to simulate the key nonlinear dynamics of electro-
responsive liquid crystal polymer networks (LCNs). LCN coatings are responsive material, which have a great potential
to be integrated in functional surfaces. However, due to their complex molecular dynamics, low-order dynamic models
that can describe and predict their dynamic behavior accurately, are scarce. In light of this research gap, we develop
an electric circuit analogy, which in its simplest form, can capture the nonlinear phenomenon of transforming a high
frequency input voltage to a relatively slow increase of height in LCN. The comparison of the simulation results and
experimental data shows that the nonlinear dynamics of this height increase as a function of input frequency and voltage
are captured well by our model. This model allows for the accurate design and prediction of a predefined deformation
pattern in LCNs, which is vital for integrating them in application devices.

Introduction

Fabricating responsive surfaces that can generate dynamic deformations in response to remote stimuli is one
of the core studies for development of smart surfaces and displays [1]. Electro-responsive LCN coatings are
known as one of the great candidates in this field, which have interesting potential for generating various
surface patterns [2]. In addition, the feasibility of integrating these smart surfaces in functional devices relies
strongly on obtaining an accurate controlled response. However, due to the complex molecular dynamics of
the surface deformation in LCN coatings, the low-order dynamic models that can accurately describe their
nonlinear responsiveness based on the input parameters (stimuli) are quite scarce. Such low-order models
are required for designing controllers, which is a preliminary step for integrating these material in application
devices to obtain quantified and precise desired surface deformation.

Results and Discussion

According to the experimental data, when the AC voltage V (t) = V0 sin(2πft) is active with frequency f
and amplitude V0, a dynamic free volume is generated, leading to a nonlinear gradual increase of h(t). Upon
turning off the AC voltage, the surface will relax back to its initial state h(0) (Figure 1(a)). Here, we distinguish
two nonlinear characteristics of LCN actuation. Firstly, a high-frequency, 900 kHz AC voltage input leads to a
relatively slow increase of h(t), in the order of tens of seconds, until a quasi-equilibrium level is reached (Figure
1(b)). Secondly, the quasi-equilibrium level of LCN height increases nonlinearly with an exponential shape, by
increasing the input voltage amplitude V0 (Figure 1(c)). According to these observations, we develop a replace-
ment model in the simplest form of an electric circuit, which is composed of constant and variable resistors
(R), capacitors (C), diode (D) and an input signal source (V (t)), as shown in Figure 1(d). By incorporating
the nonlinear diode component and variable resistors in our model, the frequency-related and amplitude-related
nonlinear characteristics of LCN dynamics are captured and simulated, as illustrated in Figure 1(e-f). Our hy-
brid approach of modelling, which partially connects to the dielectric and physical properties of LCN, suggests
an unconventional perspective on the modelling of the macro-scale dynamics of LCN coatings.
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Figure 1: (a) Schematic of LCN actuation. (b) 3 cycles of LCN response at f = 900 kHz, V0 = 75 V. (c)
Nonlinear response over V0. (d) Schematic of the model. (e) and (f) are the simulation results of model in (c).
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Abstract. The aim of present paper is to develop a methodology to quantify nonlinear response of magneto-rheological 

elastomers (MREs) under LAOA loadings using Chebyshev polynomials of the first kind. This permitted determination of the 

compression and tension elastic moduli at the minimum, zero, and maximum strain, as alternatives to equivalent linear first 

harmonic moduli extracted using Fourier transform. The proposed local measures can provide the interpretation of inter- and 

intra-cycles nonlinearities without observing the stress-strain hysteresis response of MREs under LAOA loadings. 
 

Introduction 
Composed of magnetically responsive particles embedded within a non-magnetic soft polymeric medium, 

magneto-rheological (MR) elastomers (MREs) are multifunctional field-responsive smart materials, whose 

mechanical properties (e.g., stiffness and damping) can be adjusted on-demand via application of external 

magnetic field [1]. The shear mode characterization of viscoelastic materials, such as MREs under large 

amplitude oscillatory shear (LAOS) loadings, has been well established [2]. Ewoldt et al. [3] provided a novel 

framework for quantifying the nonlinear properties of viscoelastic materials under LAOS loadings in a unique 

manner, in which the inter-cycle (i.e., strain softening) and intra-cycle (i.e., strain-stiffening) measures can be 

effectively predicted before observing the stress-strain characteristics response. The nonlinear identification 

of viscoelastic materials under LAOA has been rarely investigated. Particularly no study has been conducted 

on non-linear identification of MREs under large amplitude oscillatory axial (LAOA) loadings. Hence, in this 

study, the main objective is to provide a new methodology for identifying nonlinear behavior of smart 

viscoelastic materials under LAOA loadings. 
 

Results and Discussion 
An experimental test setup was designed for the purpose of characterization of MREs under LAOA loadings 

and wide ranges of magnetic field intensities. The experimental method is comprehensively explained in earlier 

work [1]. The stress-strain responses were analyzed to extract the elastic and viscous stress using the 

decomposition method based on Chebyshev polynomial functions. Using the developed approach for MREs 

under LAOA, the elastic and loss moduli of MREs at zero strain along with at the extreme unloading, and 

loadings cycles were calculated and compared with those bases on Fourier approximation and experiment. 

Figure 1 presents results for the stress-strain curve based on the proposed superimposed elastic and viscoelastic 

via Chebyshev polynomials. The results compare the total stress with a linear stress approximation via Fourier 

series. It is clear that the first harmonic approximation lacks nonlinear stiffening and softening at the end of 

loading and unloading cycles. Further development of the current investigation would allow realizing the 

instantaneous/tangent elastic modulus at extreme loadings as functions of the linear elastic modulus. 

 
Figure 1:  Comparison between linear viscoelastic response by Fourier series (First harmonic mod-uli) and Chebyshev polynomial. 
 

References 
[1] Vatandoost H. et al. (2020) Dynamic characterization of isotropic and anisotropic magnetorheological elastomers in the oscillatory 

squeeze mode superimposed on large static pre-strain. Compos B Eng. 182:107648. 

[2] Hyun K et al. (2011) A review of nonlinear oscillatory shear tests: Analysis and application of large amplitude oscillatory shear (LAOS). 

Prog Polym Sci. 36(12):1697-753.  

[3] Ewoldt RH, Hosoi A, McKinley GH. (2008) New measures for characterizing nonlinear viscoelasticity in large amplitude oscillatory 

shear. J. of Rheo. 52(6):1427-58. 



Modeling Asymmetric Hysteresis:
Continuous Development using Experimental Data

Jin-Song Pei∗, Biagio Carboni∗∗ and Walter Lacarbonara∗∗∗
∗University of Oklahoma, Norman OK 73019, USA, ORCID #0000-0002-1042-1859

∗∗Sapienza University of Rome, Rome, Italy, ORCID #0000-0001-6678-8775
∗∗∗Sapienza University of Rome, Rome, Italy, ORCID #0000-0002-8780-281X

Abstract. Asymmetric hysteresis is tackled using experimental data generated at Sapienza University of Rome. With
improved testing apparatus, richer datasets produce more comprehensive views of the asymmetric hysteresis behaviors,
making it possible to further advance the proposed Masing model in terms of the Masing rules.

Introduction

The investigated device exhibits asymmetric hysteresis due to coupled geometric nonlinearities and inter-wire
frictional dissipation. The testing device comprises two plates connected by two continuous steel wire ropes.
The restoring force is acquired by means of a Zwick-Roell testing machine run in displacement control mode.
One plate is cyclically moved with displacement histories while the other plate is fixed. A load-cell measures
the restoring force provided by the ropes assembly which exhibits an asymmetric response for positive and
negative displacements. Sample input and output time histories are given in Fig. 1(a) and (b), respectively.

Figure 1: Experimental (a) input and (b) output time histories and (c) corresponding hysteresis loops - using identified reloading and
unloading branches in black and red, respectively, and virgin loading and unloading curves in cyan and green, respectively, and (d)
and (e) the proposed surfaces regressed from reloading branches and virgin loading curve, and from unloading branches and virgin
unloading curve, respectively

The acquired asymmetric hysteretic responses have been studied with various modeling approaches. The num-
ber of parameters to be identified can be computationally demanding for the classical Preisach models. The
work of [3] shows that the Masing models are Preisach models. As a simpler model than the classical Preisach
model, Masing model has been investigated by the authors starting from [5]. In terms of Masing models,
an early paper [4] provided the inspiration for later developments of models for softening hysteresis systems,
among which the so-called “extended Masing model”, as reviewed in [1], is the starting point for [5] and the
current study.

Results and discussion

In the extended Masing model, Masing Rule 1 deals with the relationship between the virgin loading curve and
all other reloading and unloading curves, while Masing Rules 2 and 3 address the closure and fate of minor
loops relevant to nonlocal memory. Employing Masing Rules 2 and 3, reloading and unloading branches as
well as virgin loading curves are identified from experimental data, as illustrated in Fig. 1(a) to (c) using one
particular dataset. A direct adoption of Masing Rule 1 is not possible given the asymmetric and hardening
features, however the explicit functions as proposed in [5] by extending [2] are further developed in this study;
see Fig. 1 (d) and (e) for sample results.
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Abstract. This work briefly illustrates the potentialities of the brand-new Vaiana-Rosati model of hysteresis to repro-
duce the symmetric and pinched hysteresis loops characterizing the rate-independent hysteretic behavior exhibited by a
pressurized sand damper. It represents a novel promising energy dissipation device to be adopted for structural vibration
control.

Introduction

Passive energy dissipation devices typically exhibit a complex hysteretic behavior that is referred to as rate-
independent (rate-dependent) if the device restoring force depends on the device displacement (velocity).
Makris et al. [1] have recently proposed an innovative, low-cost, eco-friendly, long-stroke, fail-safe rate-
independent hysteretic device denominated Pressurized Sand Damper. The main aim of this work is to show
that a recently formulated hysteresis model [2], denominated Vaiana-Rosati Model, is sufficiently general to
simulate the complex hysteresis loops typically exhibited by such a novel device.

Results and Discussion

Figure 1a illustrates the damper prototype that has been tested at the Structures Laboratory of the University of
Patras, Greece. Such a device is made up of a steel cylinder, having a diameter of 18.9 cm and length of 62 cm,
that is filled with dry sand pressured by adopting four external post-tensioned steel rods. A sphere with radius
of 3 cm, attached to a piston rod having radius of 2 cm, is able to move along the damper axial direction.
Figure 1b shows the typical rate-independent hysteretic behavior exhibited by the above-described device when
subjected to a sinusoidal axial displacement having amplitude of 40 mm and frequency of 0.1 Hz under the
effect of a pressure of 1 MPa. The experimentally derived symmetric and pinched hysteresis loops demonstrate
the capability of the device to dissipate a large amount of mechanical energy.
To accurately simulate the complex force-displacement hysteresis loops characterizing the response of the
tested device, we adopt the Vaiana-Rosati Model (VRM) [2].
Compared to other models available in the literature, the VRM offers some advantages such as: (i) evaluation
of both force and related work in closed form, (ii) simulation of complex hysteresis loop shapes, (iii) modeling
of the loading and unloading phases by employing two different sets of parameters; (iv) adoption of parameters
having a clear theoretical and/or experimental interpretation, (v) straightforward computer implementation.
Figure 1c illustrates a comparison between the experimental hysteresis loops and those simulated by using the
VRM. The very good agreement between such results demonstrates the capability of the VRM to accurately
predict the experimental hysteresis loops exhibited by the tested device.

sustain a static load only so long as the compression is along the
direction of the force chain. In the event that the jammed structure is
loaded at a slightly different direction from the initial direction of
the force chains, the load-bearing capacity of the jammed structure
vanishes because the existing force chains collapse, and new ones
need to be created along the new loading orientation for the loose
materials to become again jammed. Clearly, such unconfined ma-
terials are not elastic materials (in terms of being characterized with
elastic shear modulus G and Poisson ratio ν while being capable to
transmit elastic waves) because of their inability to elastically sup-
port some infinitesimal load along any direction other than the
direction of the force chains. They have been termed fragile mate-
rials, and their behavior can be described with the fixed principal
axes (FPA) model (Cates et al. 1998, 1999).

The pressurized sand enclosed in the steel cylinder schemati-
cally shown in Fig. 1 is much more than a fragile material because
of the dominant hydrostatic stress tensor due to the appreciable ex-
ternally applied pressure p and is described much more realistically
with the idealization of a yielding continuum where the drag on the
moving sphere is the result of the development of normal (passive)
and shear stresses along the sand–steel interface. The combined
effect of macroscopic friction and passive forces has also been
implemented when trying to estimate the tow force on a plough
when ploughing trenches for the protection of offshore pipelines
(Bransby et al. 2010; Lauder et al. 2012; Bransby et al. 2018).

With reference to Fig. 1, a sphere with radius R ¼ 3 cm is at-
tached to the piston rod with radius r ¼ 2 cm and is moving within
the finite domain of the cylindrical damper housing with diameter
D ¼ 18.9 cm and length L ¼ 62 cm; therefore, the resisting force
on the sphere also depends on the displacement of the sphere
(stroke of the damper) u and on the gap (clearance) between the
sphere and cylindrical housing, D − 2R. By following the same
reasoning as previously, the resisting (drag) force on the sphere
moving along the axis of the cylindrical damper housing of diam-
eter D is expressed

Fd ¼ fðp;R; u;DÞ ¼ ΠSpR2ϕ

�
u
R
;
D
R

�
ð2Þ

Fig. 1. Schematic of a pressurized sand damper in which energy is dissipated from the shearing action of the sand as the sphere mounted on the
damper piston is plowing through the pressurized sand. The pressure on the sand is exerted with external post-tensioned steel rods that their tensile
force can be easily monitored in real-time with strain gauges.

Fig. 2. (a) Close view of the prototype pressurized sand damper; and
(b) view of the experimental setup in the Structures Laboratory of the
University of Patras, Greece.
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Figure 1: Tested pressured sand damper: picture (a), experimental (b) and simulated (c) force-displacement hysteresis loops.
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Differential Formulation of the Vaiana-Rosati Model
Nicolò Vaiana∗ and Luciano Rosati ∗

∗Department of Structures for Engineering and Architecture, University of Naples Federico II, Napoli, Italy

Abstract. We present a differential formulation of a novel uniaxial rate-independent hysteretic model, denominated
Vaiana-Rosati Model, that is capable of simulating complex generalized force-displacement hysteresis loops, ranging
from the asymmetric, pinched, S-shaped, flag-shaped ones to those obtained by their arbitrary combination. Such a for-
mulation drastically simplify the model implementation when the nonlinear equilibrium equations of a generic hysteretic
mechanical system are expressed in the state-space form.

Introduction

In the field of nonlinear dynamics, the second-order nonlinear Ordinary Differential Equations (ODEs), gov-
erning the complex response of hysteretic mechanical systems, are typically reformulated as a set of first-order
nonlinear ODEs by introducing the state-space variables [1]. Consequently, hysteretic models are classically
expressed in such a way that the output variable is evaluated by solving a differential equation that can be
directly added to the set of first-order nonlinear ODEs to be numerically solved.
Conversely, more recent hysteretic models, such as the Vaiana-Rosati Model (VRM)[2], allow for the evaluation
of the output variable by means of closed-form expressions having algebraic or transcendental nature.

Vaiana-Rosati Model

The VRM offers a series of advantages over other hysteretic models available in the literature. Indeed, it: i)
allows for the evaluation of the generalized force in closed form thus requiring a reduced computational effort,
ii) is capable of reproducing different types of complex hysteresis loops, as illustrated in Figure 1, iii) is based
on two set of eight parameters that allow one to manage, respectively, the loading and unloading phases, iv)
adopts parameters describing specific theoretical and/or experimental properties of the hysteresis loops thus
simplifying the identification procedure, and v) can be easily implemented in a computer program.
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Figure 1: Some types of hysteresis loops simulated by the VRM.

VRM Differential Formulation

In order to foster the use of the VRM in nonlinear dynamics, we present the related differential formulation
for which the generalized force f , representing the model output variable, can be evaluated by solving the
following first-order ODE:

ḟ(u, u̇) = [af(u) + b(u)] u̇, (1)

where the overdot denotes differentiation with respect to time t, u (u̇) represents the generalized displacement
(velocity), a is constant function, whereas b(u) is a nonlinear function of u.
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Inverted resonance capture cascade from low to high modal frequency
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Abstract. In shock-loaded multi-degree-of-freedom (MDOF) mechanical host systems featuring a nonlinear energy
sink (NES), resonance capture cascade (RCC) occurs. This is the sequential transfer and dissipation of modal vibrations
from high to low modal frequency from the host system to the NES. The sequence of frequency transfer, from high to low
frequency, is caused by the hardening polynomial restoring force that is typically considered in the nonlinear vibration
absorber. In this abstract, it is shown that for softening restoring force, the opposite sequence occurs, i.e. from low to
high frequency. By applying a multi-dimensional harmonic balancing for all modal vibrations concurrently, slow invariant
manifolds are obtained where modal interactions determine the order of modal vibration transfer.

Introduction

Nonlinear vibration absorbers or nonlinear energy sinks (NESs) with a nonlinear restoring force have a variable
natural frequency that depends on its amplitude. This property can be exploited to obtain a more broadband
absorber under harmonic loading as opposed to linear tuned-mass-dampers (TMD), or to induce resonance
capture cascade (RCC) under transient loading to dissipate several frequencies. An MDOF host system, e. g.
the 2DOF system in Figure 1a, under shock-loading will vibrate according to its vibration modes. When an NES
with a hardening stiffness is attached, the vibrations of the host system transfer and dissipate sequentially from
high to low frequency. This phenomenon was first shown in [1], and other the studies existing in literature adopt
the hardening stiffness [2, 3]. So far, RCC with other stiffness characteristics such as softening or saturating,
see Figure 1b, have not been investigated.
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Figure 1: A 2DOF host system with NES on the top mass (a), several nonlinear stiffnesses (b), wavelet trans-
form of NES with hardening stiffness (c) and softening stiffness (d). The RCC and inverted RCC is clearly
visible from the wavelet transforms, where the NES sequentially dissipates the modal frequencies ω1 and ω2.

Results and discussion

The 2DOF host system in Figure 1a, with an attached NES, is considered. A classical hardening NES with
restoring force x3a, and a softening one with a softening and saturating restoring force arctan(20xa) are in-
vestigated.. In the two cases, wavelet transforms of the NES displacement in free vibrations exhibit opposite
behaviors, Figure 1c and Figure 1d for the hardening and softening restoring force, respectively. For a hard-
ening NES, the NES vibrates first with the highest modal frequency (ω2), and than with the lowest one (ω1).
This corresponds to a typical RCC. The opposite happens for a softening NES, where a so-called inverted RCC
takes place. Namely, the NES first interact with the first lower mode, and then higher one.
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Shape Optimization of Curved Mechanical Beams for Internal Resonance
Enhancement

Sahar Rosenberg∗ and Oriel Shoshani∗
∗Ben-Gurion University of the Negev, Be’er-Sheva 84105, Israel

Abstract. In this study, we develop a genetic algorithm-based optimization procedure for coupling enhancement of
nonlinearly interacting modes in curved beams. The coupling enhancement leads to more robust internal resonances
(IRs) between the interacting modes and can serve as a means to promote directed or targeted energy transfers between
the modes. This study aims to obtain the optimal shape function of a curved beam for a specific IR between a pair of
vibrational modes. We consider an initial configuration of a curved beam that yields an approximately rational ratio
between two eigenfrequencies of the beam and use an iterative genetic algorithm scheme to perturb the shape of the beam
and find the optimal curved configuration of the beam that maximizes the coupling between the corresponding modes.

Introduction

IRs are manifested by nonlinear interactions and energy exchange between vibrational modes that arise when
modal frequencies of a given structure are (exactly or nearly) rationally related, e.g., ω1/ω2 ≈ n/m, where n
and m are integers, is the so-called n-to-m IR [1]. The nonlinear coupling between the modes depends on the
structure geometry, material, boundary conditions, and transduction schemes. This study focuses only on the
structure geometry and how it can be optimized to enhance nonlinear mode coupling and promote IRs.
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Figure 1: Shape optimization of w0(x), the initial shape function of the beam, for 1-to-3 IR. Comparison between the normalized initial
bell-shaped beam (in blue) and the normalized optimal shape of the beam after 1500 generations of a population of 100 individuals (in
red). The 1-to-3 IR stems from a single-term coupling potential of the form U(x1, x2) = αx3

1x2, where the optimal coupling coefficient
αopt is more than three orders of magnitude larger than the initial coupling coefficient αinit and the ratio between the eigenfrequencies
is ω2/ω1 ≈ 3.01.

Results and discussion

We consider IRs that stem from a single-term coupling potential (to leading order) of the form U(x1, x2) =
αxm1 xn2 , i.e., the conservative sub-system of the two interacting modes is given by

ẍ1 + ω2
1x1 + f1(x1) = −∂U/∂x1, ẍ2 + ω2

2x2 + f2(x2) = −∂U/∂x2,

where f1,2 represent single-mode nonlinearities such as Duffing nonlinearity. We apply a genetic algorithm
[2] to find the optimal shape of the curved beam that yields an IR condition with the highest (and lowest)
coupling term. The genetic algorithm uses the initial shape of the beam to create a population (group of shape
functions) of other solutions in its vicinity. After performing a Galerkin projection onto the first two modes of
the initial beam, the algorithm calculates the coupling coefficient α for each individual (certain shape function)
of the population (given the constraint |ω1/ω2 − n/m| < ϵ). The algorithm creates the next generation of the
population using the fittest solutions of the last generation by: (i) selection, where the fittest solutions survive
for the next generation, (ii) crossover, where every two solutions are being used to create a new solution, and
(iii) mutation, where some solutions are changed randomly. The algorithm converged to an optimal shape
function for the case of 1-to-3 IR after 1500 generations as shown in Fig. 1. Other ratios of αopt/αint, and
initial and final beam configurations for the cases of 2-to-1 and 3-to-1 IRs will be given in the presentation.
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On the non-trivial solutions and their stability in a two-degree-of-freedom
Mathieu-Duffing system
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Abstract. The Mathieu-Duffing equation represents a basic form for a parametrically excited system with cubic non-
linearities. In multi-degree-of-freedom systems, other interesting instability conditions take place and considered in this
work. Accordingly, the non-trivial solutions were obtained, especially when the trivial solution is unstable. At resonant
frequencies a bifurcation analysis was carried out using the multiple scales method, followed by investigating the effect of
an asynchronous parametric excitation. Since various micro- and nano-systems include cubic non-linearities and subjected
to parametric excitation, this work should be of relevant importance.

Introduction

Over the decades, the solutions of the nonlinear Mathieu equation were studied for stability. In a nonlinear
system a parametric resonance could lead to stationary non-trivial solutions and limit cycles, in which the
amplitudes are governed by the system’s nonlinearities [1]. This happens to be of great interest to systems
seeking high amplitudes and thereby possible amplification of input signals. Thus, parametric resonances and
amplification were automatically exploited to increase the sensitivity of micro- and nano-sensors [2]. Being
more common than others in micro- and nano-systems, a special concern is given to cubic nonlinearities. In
this case, the equation is referred to as the Mathieu-Duffing equation [1]. However, a lesser effort was given
to corresponding multi-degree-of-freedom (M-DoF) systems, in which the added degrees of freedom introduce
other resonant frequencies. In addition, controlling the phase of the excitation terms could lead to a broadband
parametric amplification, which was found to be useful in microsystems [3].

Figure 1: Stability chart: with (left) and without (right) phase-shifted excitation. ω1,2: natural frequencies.

Analysis and results

The trivial solution of the system was studied for stability using Floquet theory and the Lyapunov characteristic
exponents were deduced. The resulting stability chart shows the existence of a broadband instability effect un-
der phase-shifted excitation (see Fig. 1, black means unstable). The non-trivial solutions were then obtained in
the general excitation case, and especially when the trivial solution turns to be unstable. At resonant frequencies
a bifurcation analysis was carried out using the multiple scales method. At the primary resonant frequency the
coupling remained ineffective, and a stable limit cycle is detected. However, by controlling the linear damping
as a bifurcation parameter, non-trivial stationary solutions were found in a limited domain, exhibiting isolated
solutions if the excitation frequency is detuned. By enforcing a one-to-one internal resonance, the energy could
be transferred between both degrees of freedom. This transfer of energy occurs also at combination resonant
frequencies. Moreover, introducing a phase-shift in the parametric excitation coupling leads to limit cycles at
the difference combination frequency. The observed non-linear effects, therefore, show a notable influence on
the dynamics, which could be worthwhile for micro and nano-systems using the proposed excitation method.
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Nonlinear interactions of widely spaced modes
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Abstract. Nonlinear interactions of modes with vastly different eigenfrequencies (VDE) are ubiquitous and occur
in various fields of engineering and physics. We show that the complex dynamics of these interactions can be distilled
into a single generic form, namely, the Stuart-Landau oscillator. We use this model to study frequency combs that arise
from injection locking and frequency pulling of a driven low-frequency (LF) mode that interacts with a driven blue-
detuned high-frequency (HF) mode. Our analysis shows that the frequency combs are tunable around both the high and
low carrier frequencies. The novelty of our analysis lies in the minimalistic conceptual view that it offers, including an
analogy between these complex interactions and a simple mechanical system model and a connection with the motion of
an overdamped particle in a tilted washboard potential. The results are applicable to a wide class of systems and suggest
means of generating tunable frequency combs.

Introduction
We consider a model of the form

q̈0 + 2Γ0q̇0 + ω2
0q0 + αq21 = F0 cos(ωF0t), q̈1 + 2Γ1q̇1 + ω2

1q1 + 2αq0q1 = F1 cos(ωF1t), (1)
where ω0 ≪ ω1. Eq. (1) can be used to model the dynamics of widley spaced modes in mechanical macro-
structures [1]; cavity optomechanics and plasmomechanics, where the interactions are between HF optical
modes and the LF mechanical modes; interactions between HF nano- and LF micro-mechanical modes; certain
classes of aeroelastic instabilities, such as stall flutter and transverse galloping, where these interactions are
between HF vortex modes of the turbulent wake (the so-called Kármán vortex street) and the LF modes of the
elastic structure; and many other systems.

Figure 1: Injection locking (top panel) and pulling (bottom panel) of the LF mode.

Results and Discussion
The HF modes typically decay faster than the LF modes. Thus, we assume that Γ1 ≫ Γ0, and therefore,
q1 adiabatically tracks q0 when t ≫ Γ−1

1 . In this case, the complex-amplitude equation of the LF mode
obeys the Stuart–Landau oscillator Ȧ0 = (σ − l|A0|2)A0 − F0/(4ωF0). Using polar notation for the complex
amplitude of the LF mode A0 = −a

[φ0+arg(ℓ)]
0 /2, we find that under certain conditions (which will be specified

in the presentation), the phase dynamics are governed by the Adler equation dφ0/ds = ΩL − sinφ0, where
s = [F0|ℓ|/(4ωF0

√
ℜ{σ}ℜ{ℓ})]t is a non-dimensional time and ΩL = 4ωF0ℑ{ℓ∗σ}

√
ℜ{σ}/ℜ{ℓ}/(F0|ℓ|) is

the non-dimensional one-sided frequency-locking range (i.e., the overall locking range of the LF mode is ±ΩL

around ω0t/s). The phase dynamics of φ0 determines the conditions for injection locking and pulling (Fig.
1). A constant phase φ̇0 = 0 (inset of the right top panel) of the injection-locked LF mode generates periodic
modulations in the HF mode (top left panel), which corresponds to a frequency comb around ω1 with a spacing
of ωF0 in the power spectral density of q1 (top right panel). An unlocked phase φ̇0 ̸= 0 (inset of the right
bottom panel) of the injection-pulled LF mode is periodically modulated in a highly non-uniform rate (bottom

left panel), which corresponds to a frequency comb around ω0 with a spacing of
√

Ω2
L − 1(s/t) in the power

spectral density of q0 (bottom right panel).
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A hysteretic vibration absorber for the mitigation of a flexible structure response 
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Abstract. A hysteretic device is proposed to reduce the vibration of a structure. It offers two advantageous aspect.:First it 
naturally increases the dissipative characteristics of the system. Second, more importantly, the strong nonlinearity of hysteresis 
produces those nonlinear phenomena which give beneficial effects from the transfer of energy from the directly excited mode 
to other modes of the structure. A real 2DOF structure is used to demonstrate the effectiveness of the proposal. 
 

Introduction 
 

The trend of designing increasingly lean structures emphasizes the importance of dynamic responses and the 
need to reduce these effects. A standard technique to lower structural vibration is to use elements capable of 
dissipating energy. The proposal to add a hysteretic element makes it possible to combine the twofold aim of 
increasing the structure dissipation characteristics and of introducing a nonlinearity which can potentially 
facilitate the spreading of input energy among the system modes. After the fundamental work by Den Hartog 
[1] devoted to the vibration mitigation of linear structures, several papers demonstrated the beneficial effects 
of nonlinear devices connected to structures [2]. Hysteresis characterizes the mechanical behaviour of various 
materials and elements. With respect to viscoelastic tuned mass damper (TMD), a hysteretic vibration absorber 
(HVA) has the advantage that the restoring force combines the elastic and dissipation characteristics without 
the need of a damper. Furthermore, the multivalued constitutive law and the notable dependence of stiffness 
and damping properties on the oscillation amplitude include this behaviour among those that are strongly 
nonlinear. This triggers a large variety of nonlinear phenomena: in particular, the modification of frequencies 
eases the occurring of internal resonance conditions where modal interactions are responsible for the transfer 
of energy from the directly excited mode towards not directly excited modes. These phenomena are the topic 
of previous papers [3]; here, focusing on a specific structural application, a hysteretic device described by the 
Bouc-Wen model is used in vibration reduction of a two degree-of-freedom system. 
 

Results and discussion 
 

The case of internal resonance 1:1 which resembles the Den Hartog proposal is first dealt with. Other than 
being a simpler solution, its effectiveness is similar to that of viscoelastic TMD, but only in a definite excitation 
range, due the dependence of its characteristics on the oscillation amplitude. Moreover, in this case no typical 
phenomena of nonlinear dynamics are activated. Different is the case of internal resonance conditions n:1, with 
𝑛 > 1 which promotes the occurrence of a rich variety of nonlinear phenomena. Among them, the occurrence 
of a novel mode around the first resonance through a bifurcation mechanism involves the second mode in the 
response, with a beneficial effect on the vibration amplitude of the directly excited first mode. In Fig. 1a around 
the first resonance, for a certain value of excitation, two peaks appear in the FRC: the reduction of the response 
due to the addition of the HVA (red curve) with respect to the uncontrolled case (NC) is evident; this 
advantageous behaviour still remains in a large range of frequency and intensity of excitation (Fig.1b).  
Several other internal resonance conditions could be investigated; this application demonstrates the efficiency 
of introducing a hysteretic element for the passive control of structural vibrations. 

                             
 

Figure 1: TC4 oscillator close to a (2:1) internal resonance (𝜔2𝐴 /𝜔1𝐴2.15 , 𝜔2𝐵 /𝜔1𝐵1.46): (a) FRCs of oscillation 
amplitudes of mass 𝑚1 for non‐controlled (NC) and HVA responses at optimal excitation 𝑎g  0.83𝑔 (red curve); (b) 

Color map comparing the maximum displacements of NC and HVA oscillators (cold colors reveal amplitude reductions) 
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On the role of wave resonances in the nonlinear dynamics of discrete systems
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Abstract. Nonlinear systems are driven by the interplay between modes, intimately related to whether combinations
in wavenumbers and akin in frequency are allowed to interact. Our study investigates the role played by resonances in
two selected models: FPUT and Metamaterials, combining dynamical-systems methods with high-accuracy numerical
simulations. In each case, we establish a leading order of interactions that dominate the behaviour of the system.

The Fermi-Pasta-Ulam-Tsingou (FPUT) chain was a pioneer work in discrete modellization. The original prob-
lem considered a one-dimensional chain made out of N identical masses connected by nonlinear springs with
fixed boundary conditions (BCs). Against the expectations, the system seemed not to thermalize: the chain
displayed the phenomenon of recurrence, which led to the discovery of solitons and integrable systems. Later
it was shown that thermalization does occur over very long times. Our work looks at the α + β FPUT system
from a fresh viewpoint: allowing for periodic BCs gives rise to several non-trivial resonances, unlike the case
of fixed BCs. For our system, it is known that 3-wave resonances do not exist, whereas 4-wave resonances exist
but are completely integrable. Thus, one must look at the next interaction orders, namely 5-wave and 6-wave
resonances, in order to get energy mixing across modes. A second theme concerns the analytical and numerical
treatment of a model of metamaterials based on the elementary FPUT chain coupled with resonators. Metama-
terials are artificially engineered geometrical structures that show preference for certain wave excitations, thus
encountering the increasing demands for specific features that traditional materials cannot satisfy. The model
has a far richer resonant manifold than FPUT. For instance, there is a region of parameter space where 3-wave
resonances exist.

Results and discussion

We identified all FPUT resonant quintets and sextuplets analytically [1]. The current work focuses on the
dynamical effects of these resonances, using numerical simulations backed with analytical normal-form trans-
formations [2]. Preliminary results (Fig. (a)−(b)) confirm the relevance of quintets, in scenarios ranging from
quasi-integrable quintets to hyperchaos due to interacting quintets. We show numerically that these interactions
dominate important aspects: the evolution towards thermalization, the distribution of chaotic attractors, and
the distinction between fixed and periodic BCs regarding integrability. In the case of metamaterials we show
that resonant triads are responsible for the complex dynamics that takes the system beyond integrable quartets,
leading eventually to ergodic behaviour and energy equipartition (Fig. (c)−(d)).

Figure 1: Time evolution of the energy in each normal mode in a series of high-accuracy simulations. FPUT
(N = 9) shows a quasi-integrable resonant quintet (a) and a chaotic regime of two interacting resonant quintets
(b). Metamaterial model (N = 4) shows an off-resonance regime (c) versus a chaotic resonant triad regime (d).
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Abstract. We study modal interactions between a primary spring-mass-dashpot system and a light secondary system
that can exhibit two limit cycles. The primary system with negative damping can represent a linearly unstable mode of
a structure while the secondary system can act as an untuned stabilizer for this unstable mode. The coupled system is
then studied using the method of multiple scales. Here, we obtain decoupled amplitude and phase evolution equations.
The amplitude evolution equations are further simplified using a parameter-dependent transformation. We find that the
system’s qualitative dynamics depend only on two non-dimensional parameters. We then identify boundaries in this pa-
rameter space between regimes corresponding to different qualitative dynamics. Corresponding amplitude phase portraits
allow us to identify system parameters that can offer large basins of attraction for the stabilized primary system.

Introduction
Engineering structures prone to instability, e.g., cables in cross-flow and long boring bars can be modeled as
a primary spring-mass oscillator that is negatively damped. Traditional stabilization strategies include active
damping which require massive actuators and/or passive tuned linear or nonlinear absorbers which require
precise tuning [1]. In contrast, we consider an untuned stabilizer similar to [2] where they showed that an
untuned whirling pendulum can stabilize an unstable mode. In the present work, we attach a light, nonresonant,
secondary system that can exhibit two limit cycles: one stable and one unstable. We note that the attached
system, being nonresonant, does not require precise tuning. Figure 1 (left) shows a schematic of the coupled
system for which the final non-dimensional equations of motion are

ẍ+ µ2cẋ+ x− µmω2
pz − µ2mγż(νz4 − z2 + 1) = 0,

ẍ+ z̈ + ω2
pz + µγż(νz4 − z2 + 1) = 0,

where µ denotes a small bookkeeping parameter. Details of the nondimensionalization are omitted here. The
two uncoupled limit cycles exist for 0 < ν < 0.125 with the larger amplitude cycle being stable for γ > 0.

Figure 1: Left: system schematic with usual notations for parameters. Middle: the two parameter plane with number of fixed points in
the amplitude plane. Right: the phase portrait corresponding to the c1-ν regime with 9 fixed points. µ̄ scales time: S evolves faster.

Results and discussion
The method of multiple scales yields decoupled amplitude and phase evolution equations. That allows us to
focus on the amplitude plane only. We transform the amplitude evolution equations into a simple form using
a parameter-dependent transformation. The final equations are in terms of the variables P and S denoting
squares of the amplitude of the primary and secondary oscillators, respectively. The equations reveal that the

qualitative dynamics of the system is governed by two parameters: c1 = −
8c(1− ω2

p)
2

mγ
representing a measure

of the ratio of the damping in the primary and the secondary system and ν, the ratio of the quartic and the
quadratic terms in the nonlinear damping of the secondary system. We identify regimes with different number
of P -S fixed points in the c1-ν plane, see Fig. 1 (middle). The corresponding finite number of phase portraits
present the unified system dynamics. Figure 1 (right) shows the one with the highest number of fixed points,
clearly showing a stable state with P = 0 which represents a stabilized primary system. From this analysis, we
can identify c1-ν domains that provide large basins of attraction for the stabilized primary oscillator.
References
[1] Gattulli V., Di Fabio F., Luongo A. (2004) Nonlinear Tuned Mass Damper for self-excited oscillations. Wind Struct. 7(4):251-264.
[2] Singla S., Chatterjee A. (2020) Nonlinear responses of an SDOF structure with a light, whirling, driven, untuned pendulum. Int. J.

Mech. Sci. 168:105305.



Koopman operator based Nonlinear Normal Modes for systems with internal resonance

Rahul Das∗, Anil K Bajaj∗∗ and Sayan Gupta ∗,†
∗Department of Applied Mechanics, Indian Institute of Technology Madras, Chennai 600036, India.

∗∗School of Mechanical Engineering, Purdue University, Indiana 47907, USA.
†Complex Systems and Dynamics, Indian Institute of Technology Madras, Chennai 600036, India.

Abstract. This study is focused on the Nonlinear Normal Modes (NNMs) of a 2-dof nonlinear system with an essen-
tially nonlinear substructure. The primary system comprises of an oscillator with cubic stiffness and is coupled with an
essentially nonlinear oscillator with cubic stiffness. The energy flow from primary oscillator to the attachment is investi-
gated by quantifying the NNMs of the system, by adapting the Shaw-Piere invariant manifold technique. Later the issues
regarding the invariant manifold formulation is discussed and solved by introducing Koopman Operator.

Introduction

Nonlinear Normal Modes (NNMs) for nonlinear dynamical systems, developed as a generalization of Linear
Normal Modes (LNMs), are invariant manifolds in the state space that are tangent to the modal plane of LNM
at the equilibrium points. Unlike LNMs, NNMs need not be linearly independent and therefore do not form
the basis and can exceed the degrees of freedom of the system in number. Shaw et. al. [1] defined NNMs as
invariant manifolds of dimension 2, embedded in the phase space and extended the idea to non-conservative
systems [2]. While there has been significant progress on development of NNMs, the formulation of invariant
manifolds for systems with internal resonating modes, especially systems with essential nonlinearity appears
to be challenging.

This study focuses on formulating the invariant manifold (NNM) by adapting the technique proposed in [1]
for a targeted energy transfer problem comprising of a 2-dof nonlinear system with an essentially nonlinear
substructure. The primary system is taken to be an oscillator with a cubic stiffness. Identifying the NNMs en-
able quantifying the unidirectional flow of energy from the primary structure to its attachment. Three different
cases, comprising of 3rd order, 5th order and 7th order approximation of the invariant manifold is considered.
It is shown that the invariance property is not global on the manifold due to internal resonance. The formulation
of invariant manifold is then modified by introducing “Koopman Operator” [3], which enables dealing with
effects of the complex geometry of folding of the invariant manifolds due to internal resonance.

Results and discussions

Three different order approximations of invariant manifold of a system comprising of a Duffing oscillator
attached with a Nonlinear Energy Sink (NES), is shown in Fig. 1. Here, (x1, y1) represents the state variables
(“master co-ordinates”) of the primary Duffing oscillator, while X2 represents the displacement of the NES. It
is observed that the invariance property holds locally. The deviation of the higher energy trajectories from the
invariant manifold is observed to decrease significantly by increasing the order of the approximation.

* Low energy trajectory High energy trajectory

(a) (b) (c)

Figure 1: Invariant manifold of Duffing-NES system: (a) 3rd order, (b) 5th order and (c) 7th order approximations.
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Abstract. We investigate the unsteady heat transport in an infinite mass-in-mass chain with a given initial temperature
profile. The chain consists of two sublattices: the β-Fermi-Pasta-Ulam-Tsingou (FPUT) chain and oscillators (of a dif-
ferent mass) connected to each FPUT particle. Initial conditions are such that initial kinetic temperatures of the FPUT
particles and the oscillators are equal. The harmonic theory predicts that during the heat transfer the temperatures of
sublattices are significantly different, while initially and finally (at large times) they are equal. This may look like an
artifact of the harmonic approximation, but we show that it is not the case. Two distinct temperatures are also observed
in the anharmonic case, even when the heat transport regime is no longer quasi-ballistic. We show that the value of the
nonlinearity coefficient required to equalize the temperatures strongly depends on the particle mass ratio. If the oscillators
are much lighter than the FPUT particles, a fairly strong nonlinearity is required for the equalization.

Introduction

Far from thermal equilibrium, the concept of temperature as a single scalar parameter, characterizing local
thermal state of a system, may be insufficient. Introducing several temperatures for each subsystem is often
necessary. For example, in systems subjected to fast laser excitation, the temperatures of the lattice and elec-
tronic subsystem are different (see e.g. [1]). In heat conducting lattices, different temperatures can be observed
in a nonequilibrium stationary state. For instance, in a one-dimensional diatomic chain limited by thermostats,
the kinetic temperatures of sublattices can differ both in the cases of harmonic [2] and anharmonic interac-
tions [3]. Evolution of kinetic temperatures during non-stationary heat transfer remains an open problem, and
the current article is devoted to it. We consider an infinite chain of particles of mass interacting with the
Fermi-Pasta-Ulam-Tsingu (FPUT) potential. A Duffing oscillator is attached to each particle with a mass (1).

Figure 1: The mass-in-mass chain, consisting of the β-FPUT chain and additional nonlinear oscillators.

In the literature, such a model is referred to as a mass-in-mass chain and is extensively studied as a model
of an acoustic metamaterial (see e.g. [4]). Also, the mass-in-mass can be considered as a model of chain of
hydrocarbons or a system of phonons interacting with electrons. Results of the investigation may serve for
the development of multi-component continuum models with several temperatures, behavior of these can be
governed by a coupled system of heat transfer equations. If necessary, the reader can see [5] for details of the
study.

Results and discussion

Results of the investigation are next:
1. Closed-form formula for description of evolution of sinusoidal temperature profile in process of ballistic heat
transport.
2. Characteristic features of ballistic heat transport in the weakly anharmonic chain are demonstrated.
3. Two different temperatures remain even in the case of strong anharmonicity, causing change of heat transport
regimes. Maximum difference of the temperatures significantly depends on the ratio of masses.
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Abstract. A cantilever elastic beam is coupled to a stack of coaxial eccentric rotors to explore experimentally how an 
embedded multi-stable subsystem creates a nonlinear dynamics environment to support irreversible flow of mechanical 
energy. Recorded by means of wireless MEMs sensors is the physics fact that the tangential acceleration of the eccentric rotor 
is strictly positive during phases of irreversible energy flow. Sliding over the surfaces of support stators, the introduced stack 
of eccentric rotors enhances by speeding up a natural irreversible flow of strain energy from the flexible continuum into the 
interacting coaxial eccentric rotors. The complicated landscape of products of static equilibria continua speeds up the flow of 
mechanical energy. This coupled system is a representative of an interesting class of meta-structures: modification of nonlinear 
elastic continua by embedded multi-stable mechanical subsystems generating contact-induced nonlinear friction forces. 
 

Introduction 
 

In this work explored is the challenging issue of creating experimental evidence that a specific coexisting static 
equilibria environment-formed by a stack of eccentric rotors-embedded in a continuum enables a natural 
irreversible energy flow. Conceived as a paradigmatic meta-structure, Fig. 1 depicts a modification of 
nonlinear elastic continuum with a stack of coaxial eccentric rotors to (1) explore the role of a complicated 
environment of continua of static equilibria in creating irreversible energy flow and (2) explore the role of 
contact-induced nonlinear frictional forces in shaping this irreversible energy flow phenomena. Previous 
exploratory work reveals that the eccentric rotor traps by irreversible flow mechanical energy stored initially 
in a flexible elastic beam [1]. We meet the challenge to acquire the right datasets to extract useful information.   
 

 
 

Figure 1: Lab set-up of conceived physical meta-structure (NTUA Nonlinear Dynamics Lab Unit) to explore experimentally dynamics 
underlined by irreversible energy flow from an elastic beam into an interacting stack of coaxial eccentric rotors in contact with stators.  
Observation: the tangent acceleration component of the eccentric masses is a strictly positive quantity with pulse-like behavior (right) 
during energy flow. Interplay of geometric nonlinearities and polygenic nonlinear contact-induced friction.    
 
The methodology followed is acquirement (by state-of-the-art MEMs sensors) of triaxial acceleration datasets  
followed by  systematic reduction analysis with Advanced Proper Orthogonal Decomposition (APOD) tools 
[2] to gain knowledge on the interplay of geometric nonlinear and friction-induced forces in an environment 
of coexisting continua of static equilibria. Dynamics phenomena with irreversible energy flow as observed in 
the specific class of free motions initiated after releasing instantly the beam tip, initially displaced slowly to 
store strain energy in the elastic continuum. Observed is the physics fact that the four eccentric rotors as a 
mechanism, initially at a random static equilibrium, start spinning abruptly-and-randomly while the vibration 
amplitude of the flexible continuum domain decreases quite fast to a small amplitude vibration. The dynamics 
characteristics of the irreversibly energy flow-energy dissipation phenomenon is imprinted in the local 
tangential acceleration signal of the eccentric mass in localized and pulse-like pattern, Fig. 1, when energy is 
flowing. Moreover, energy flows irreversibly when wave motions are created in the elastic continuum domain.   
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Abstract. We present a method for the stability analysis of wind turbines as three-dimensional multi-flexible-body
systems. Aerodynamic forces are linearized via numerical perturbation and linear regression fit from multiple points
around quasi-static equilibrium status, and a novel coordinate transformation is proposed to convert the basis from the
absolute frame of reference to the local frame of reference at the rotating center in a corotational formulation. The
modal analysis is performed in the MBC generalised coordinate and damping ratios are extracted to assess the aeroelastic
stability of wind turbine. A field validation is performed on two offshore prototype wind turbines, showing a good
matching between predictions of unstable wind speed ranges and experimental data.

Introduction

As the blade grows longer and slenderer in the pursuit of lowest levelized cost of electricity (LCOE), the
aeroelastic damping ratio of its edgewise mode moves toward zero. The aeroelastic stability has become a major
constraint condition for blade design optimization, thus motivating detailed and reliable aeroelastic analyses to
rule off the risk of instability.
Modal analysis is commonly used to assess the stability of system. The linearization of the aero-elastic dy-
namics of wind turbines is widely discussed [1] [2] [3], and custom software tools, for instance, GH Bladed,
HAWCStab2, OpenFAST and BHAWC [4]have been developed to this purpose, but no straightforward un-
stable vibrations in the normal power production mode are measured and compared against their numerical
predictions.

Results and discussion

In this work, the linearized dynamics of a wind turbine is established based on a corotational formulation.
The analytical expression of the tangent matrices of structural dynamics is derived after transforming from
the absolute frame of reference to the local frame of reference at the rotating center. The eigenvalues of the
aeroelastic dynamics are computed on two wind turbine prototypes and the damping ratios of the rotor edgewise
backward whirling mode are extracted to assess the stability at the determined operational points. A field
experiment consisting of three test cases is conducted to validate the prediction. As shown in Figure 1, the
scatter diagram of standard deviations of blade root edgewise moment (Mx) in case 1 and 2 indicates that the
blade doesn’t experience relevant edgewise vibrations: accordingly, the damping ratio in case 1 is positive in
the entire wind speed ranges. In case 2 the damping ratio is slightly negative for a sub-interval of the [W1,W2]
wind speed range, which implies the prediction is conservative. Regarding case 3, the Mx blade root edgewise
moment presents a remarkable higher standard deviation. The modal analysis in case 3 predicts a negative
damping ratio in the [W1,W2] wind speed range and shows a satisfying agreement with experimental data.

Figure 1: Comparison of measurement and computed damping ratios. Every scatter point represents the standard deviation of blade
root edgewise moment (Mx) during a 10 minutes experimental test.
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Abstract. The effect of appearance of multiple faults on backward whirl excitation in a rotor system is investigated here. 

The breathing crack is one of the common faults which is activated here by the non-synchronous whirl of the shaft in the 

vicinity of the resonance zone. Therefore, the effect of the breathing crack at the presence of rub-impact on backward 

whirling in the neighbourhood of resonance speed is investigated in this study for steady-state operation. The Jeffcott rotor 

model is employed here with both breathing crack and rub impact are incorporated. It is observed that the appearance of 

breathing crack at the presence of rub-impact has a substantial effect on backward whirl excitation in the resonance zone.  

Introduction 

The breathing crack model that depends on nonsynchronous whirl in the vicinity of resonance zone in [1] 

was found to excite the post-resonance backward whirl (Po-BW) in vertical cracked rotor system. This Po-

BW phenomena was firstly observed at the transient numerical and experimental whirl response of rotor 

systems with open crack model in [2] and later in a rotor system with snubbing contact in [3]. Therefore, 

the current study investigates the effect of appearance of the breathing crack model in [1] at the presence 

of rub-impact on backward whirl excitation in the vicinity of resonance zone.  

Results and discussion 
 

The breathing crack model in [1] is employed here with Jeffcott rotor model of which the physical 

parameters are given in Table 1. Accordingly, the mathematical equations of motion of the rotor with both 

crack and rub-impact are numerically solved for the whirl response at steady-state running. Compared with 

the case of a crack free system with rub-impact in Figure 1a, it is observed in Figure 1b that the propagation 

of a breathing crack with small crack depth at the presence of rub-impact has strong impact on the whirl 

response and backward whirl excitation at resonance zone. Alternation between forward and backward 

whirling at resonance zone is also observed. However, individual appearance of either rub-impact or 

breathing crack has shown weaker impact on the resonance backward whirl excitation. 

    

Figure 1 Intact rotor with rub-impact in (a) and with rub-impact and breathing 

crack in (b) at 55 rad/s  , stiffness ratio / 10c sk k  , clearance
0 2.5 mmr 

and normalized crack depth 0.1  . 
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Table 1 System physical parameters 

Description Value 

Length of the rotor, L  700 mm 

Radius of the rotor, R  9.5 mm 

Density of the shaft, 
s  37850 kg/m  

Modulus of elasticity, E  11 22 10  N/m  

Mass unbalance, m e  41 10  kg m   

Disk radius 
dr  140 mm 
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Abstract. Self-acting air bearings are used in several high-speed micro-turbomachines, where frequent acceleration/deceleration 

of the rotor is common. The whirl amplitude of the rotor must be kept within tolerable limits for safe operations of the system. 

This research presents, for the very first time, the dynamics of an accelerating rotor supported on self-acting air journal bearings. 

Due to the rotor unbalance, the dynamics between the translational and spin coordinates get nonlinearly coupled. The work utilizes 

these coupled equations to plan appropriate acceleration schedules to limit the whirl amplitude and frequency as low as possible. 

Based on the research, it is found that in the presence of rotor unbalance, the acceleration should be scheduled in at least three 

regimes: the first with the maximum torque, the second with the minimum torque, and the last with an intermediate torque. 
 

Introduction 
With the rise in demand for eco-friendly, high-speed and extreme-temperature micro-turbomachinery, self-acting 

air bearings are evolving to replace traditional oil/grease-lubricated bearings. The rotors supported on self-acting 

air journal bearings typically operate at very high rotational speeds in the order of 104 to 105 rpm. In this process, 

frequent acceleration to/retardation from such high speeds is prevalent [1,2]. During this phase, the rotors 

experience high-amplitude whirling, which is undesirable from a safety point of view. The present research presents 

the non-linear dynamic response of an accelerating rotor supported on self-acting air bearings and proposes suitable 

acceleration schedules to keep the whirling amplitude and frequency as low as possible. From the point-of-view of 

mathematical simulations, it is observed that the highly nonlinear rotordynamics of rotors supported on self-acting 

gas bearings cannot be predicted accurately by considering only the two translational degrees of freedom to build 

the equations of motions of the rotor. Moreover, the spin direction dynamics are often not considered in this process 

because it makes the equations of motions highly nonlinear and coupled in all directions. Therefore, the inclusion 

of spin direction dynamics along with the translational and tilting dynamics to form the equations of motions is 

essential, particularly for very high-speed rotors, usually supported by self-acting air bearings [2]. Therefore, in the 

present study, the generic form of equations of motions for a rigid rotor with a non-central disc supported on two 

self-acting air bearings considering five degrees of freedom (two translations, two tiltings and one rotational degree 

of freedom) are being proposed. The transient compressible lubrication equation and the equations of motion of the 

rotor are simultaneously solved to compute the dynamic response of the rotor during the acceleration phase. The 

mathematical simulations have shown that the driving torque significantly affects the rotordynamic response during 

the acceleration phase of the rotor. Based on the analysis, the acceleration scheduling is implemented by varying 

the driving torque at different phases of the acceleration to contain the whirl amplitude and its frequency as low as 

possible. <TEPUCS: Trace of the Equilibrium Positions Under Constant Speed > 
 

 
 

Figure 1: Response of acceleration rotor supported on self-acting air journal bearings and execution of acceleration scheduling 
 

Results and discussion 
The core findings are as follows: i) During the initial acceleration, the rotor center moves towards the TEPUCS 

line and later revolves about this line. ii) During the periodic phase, the frequency of whirling reduces with the 

rise in the external driving torque. iii) During the acceleration, as the rotor approaches the TEPUCS line, higher 

driving torque results in minimum rotor response, whereas the response increases after crossing this line. iv) 

There should be at least three acceleration schedules to contain whirl response. 
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Abstract. For the first time, nonlinear dynamics of rotating pre-twisted hybrid laminated blades composed of a mixture of 

matrix cracked graphene platelets reinforced composite (GPLRC) layers and perfect FG carbon nanotube reinforced 

composite (CNTRC) layers is investigated. The material properties of both nanocomposites are predicted by modified 

Halpin-Tsai model and the modified rule of mixture. The degraded stiffness of the cracked GPLRC lamina is evaluated 

within the micromechanical framework of the self-consistent model. Based on the FSDT and the Novozhilov nonlinear shell 

theory, the discretized nonlinear governing equations are established using the element-free IMLS-Ritz approach and solved 

employing a direct iterative method. Parametric studies are performed systematically to illustrate the impacts of matrix crack 

density, CNT distribution configuration, ply angle, and number of layers on the frequency-amplitude relations of rotating 

matrix cracked hybrid nanocomposite blades. 
 

Introduction 
 

Composite blades are important components in various engineering structures, such as steam turbine, gas 

turbine, and wind turbine. The laminated FG materials reinforced with GPLs and CNTs possess low weight 

combined with higher stiffness and strength which are in great demand for rotating machines and their elements 

[1, 2]. The initial matrix cracks in composite laminates may influence the dynamic properties at a certain extent. 

Thus the dynamics of rotating hybrid nanocomposite blades with matrix crack should be investigated.  

Three coordinate systems in Figure 1 (a) are introduced to describe the geometry properties of the blade with 

a twisting geometrical shape. As illustrated in Figure 1 (b), it is assumed that the perfect bonded laminated 

blades are composed of a mixture of GPLRC layers and CNTRC layers. All nanocomposite layers have the 

same matrix to reduce interlaminar stresses. Number of each lamina increases from the bottom of the 

multilayer blade to its top. NL is the total number of layers and NL ( 3NL  ) is an odd number. Notably, the 

even-layer and the odd-layer belongs to GPLRC layer and CNTRC layer, respectively. As depicted in Figure 

1 (c), the GPLs are evenly distributed in each GPLRC layer and the parallel slit matrix cracks considered to 

be elliptic cylindrical cavities are dispersed in the matrix of GPLRC layers homogeneously. As an example, 

three types of five-layer hybrid nanocomposite structures, namely Structure-Ⅰ, Structure-Ⅱ, and Structure-Ⅲ 

are shown in Figure 1 (d), (e), and (f). The CNTRC layers in Structure-I are considered with CNTs arranged 

in uniform distributions, while Structure-Ⅱ and Structure-Ⅲ are arranged with CNTs FG distributions. Five 

CNT distribution configurations through the thickness in each CNTRC layer including UD, FG-O, FG-X, 

FG-V, and FG-are covered. 
 

 
Figure 1: (a) the coordinate system and geometry and (b) the cross-section of rotating pre-twisted perfect bonded laminated hybrid 

nanocomposite blade; (c) the geometric description of cracks and their distribution in GPLRC layers; the configuration of CNTs in 

hybrid nanocomposite blade (d) Structure-Ⅰ, (e) Structure-Ⅱ, and (f) Structure-Ⅲ. 
 

Results and discussion 
 

The accuracy and efficiency of the present model are validated in detail by comparing the obtained results 

with those available in the literature. Parametric studies in the full-length paper are performed systematically 

to illustrate the impacts of matrix crack density, CNT distribution configuration, GPLs-to-CNTs volume 

fraction ratio, GPLRC-to-CNTRC layer thickness ratio, ply angle, and a number of layers on nonlinear 

vibration behaviours of rotating hybrid nanocomposite blades with matrix crack. New insights into the 

nonlinear dynamics of the considered blades are presented. 
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Abstract. Here we study the parametric instabilities in a 3-degrees of freedom (DOF) driveline, consisting of a series
of two universal joints (U-Joints) phased at 900. The governing non-linear equations of motion are linearized around a
steady rotational motion of the drive shaft in relative coordinates representing rotational dynamics, and for the system with
periodic coefficients stability is concluded using Floquet-Lyapunov theory. The existence of harmonic, sub-harmonic and
combination-type resonances are identified on the scatter plot or Strutt diagram of the parameter plane. Linear stability
analysis results are validated by direct time integration of the full non-linear model for stable and unstable parametric
regions using the Runge-Kutta routine.

Introduction

The non-linear kinematical relationship between the input and output angular velocity of a U-Joint varies peri-
odically resulting in a time-periodic behaviour of the dynamic system incorporating the U-Joint. Many studies
have been conducted on such dynamic systems though the focus has mostly been on the development of equa-
tions of motion and their solutions rather than detailed dynamic behaviour. Bulut and Parlar [1] studied the
dynamics of a 2-DOF shaft system interconnected with a U-Joint. The stability of the steady rotational motion
of the system was determined using the monodromy matrix method and some parametric resonance regions
below and above the fundamental torsional frequency of the system was highlighted. Asokanthan and Meehan
[2] obtained conditions for parametric instability of the 2-DOF shaft system using the method of averaging,
and determined the quasi-periodic route to chaos for the full nonlinear model utilizing maximal Lyapunov ex-
ponent. For the shaft system with a single U-Joint, they arrived at the necessary parametric and combination
resonance conditions for chaotic behaviour. For a system with multiple U-Joint drivelines, a variety of chal-
lenges arise such as phasing a series of joints in the driveline to cancel the torsional oscillation effects due to the
kinematics of U-Joint. Even with proper cancellation, the 2nd Order torsional oscillations are always present
in the driveline due to the inertial effects influenced by the inherent non-linearities. Also, in a real-world appli-
cation, it is very difficult to keep the U-Joint misalignment angles equal for the series of joints in the driveline
which invalidates the torsional cancellation effect completely even though joints are properly phased. Under
certain operating conditions of the driveline, interesting non-linear resonance phenomena could be observed
due to these uncancelled torsional and inertial oscillations present in the driveline. Therefore, it is important
to investigate the dynamic stability of a shaft system consisting of multiple U-Joints with equal and unequal
misalignment angles. It would be helpful from a design perspective to estimate critical resonance speeds and
misalignment angles to prevent parametric or combination-type resonances in the driveline which are a product
of the non-linearities of the dynamical system.

Results and Discussion

In this abstract, we have illustrated the parametric instabilities of a two U-Joints shaft system with equal joint
misalignment angles β1,2. Using Floquet theory for linear parametrically excited systems, stable and unstable
zones are identified and presented in a strut diagram in (Ω, β1,2) plane where red dots represent the unstable
region as shown in Figure 1. (Ω = 1) represents the fundamental torsional resonance and it can be inferred that
for a small value of damping (ζ = 0.001). Direct simulations of the fully nonlinear system are also developed.

Figure 1: Stability chart - Equal misalignment angle β1 = β2
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Transmission of rotation by a geometrically imperfect flexible shaft in a curved channel
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Abstract. Geometric imperfection of a flexible shaft transmitting rotary motion along a curved path results into
a nonlinear relation between the rotation angles at the driving and the driven ends. Even the snap-through instability
is possible if the intrinsic curvature of the shaft exceeds a certain threshold. In dynamics, this results into oscillatory
response at the driven end when the angular velocity at the driving one is held constant. In the present contribution we
analytically consider the case of small imperfection. A closed form expression for the profile of the vibration amplitude
along the length coordinate follows after the linearization of the sine-Gordon equation in the vicinity of the stationary
rotation regime. A comparison to the numerical finite element solution justifies the analytical result, allows to conclude
on its domain of applicability and provides insights regarding the influence of nonlinearity and damping.

Introduction

Flexible shafts are used for delivering rotary motion, torque and and power from a motor to a distant point in
space in various situations. The particles of the shaft undergo purely rotary motion if the shaft is confined in
a borehole or in a stiff housing, such that its axis assumes a shape prescribed by the channel. A geometric
imperfection of the shaft in the form of natural (or intrinsic) curvature along with the curvature of the con-
straining channel may result into highly irregular rotation of the tool even at slow motion and in the absence of
friction [1]. A simple explanation is that the configurations, in which the directions of the curvatures coincide
are energetically advantageous, and the opposite directions of the curvatures require higher degree of bending
of the shaft to fit into the channel. As a result, the rotation angle at the driven end θexit becomes a nonlinear
or even not a single valued function of the rotation angle at the driving end θentry even in statics, see Fig. 1.
The equilibrium paths in the right part of the figure depend on the non-dimensional parameter combination
pℓ, in which ℓ is the length of the shaft and p2 is the product of the curvatures of the shaft and of the channel
multiplied with the ratio of the bending and the torsional stiffness coefficients of the shaft, see [2].

Analysis

The dynamics of the structure is governed by the boundary value problem for the rotation angle θ(s, t) as a
function of the spatial coordinate s and time t with c being the wave velocity:

θ′′ − 1

c2
θ̈ = p2 sin θ, θ(0, t) = θentry(t), θ′(ℓ, t) = 0. (1)

Re-scaling the time and the spatial coordinate, this nonlinear hyperbolic partial differential equation may be
transformed to the dimensionless sine-Gordon equation known for its soliton solutions [3]. We are, however,
interested in the effect of the nonlinear term on the steady-state dynamics when the driving end of the shaft
rotates with a given angular velocity, θentry = ωt, and seek the solution in the form

θ = ωt+ φ(s, t), φ(0, t) = 0, φ′(ℓ, t) = 0, φ(s, t) = φ(s, t+ 2π/ω). (2)

After the decay of the transient stage, the time period of the perturbation φ coincides with the time needed
for a single rotation. At small p, a closed-form solution featuring a simple approximation φ = φ̃(s) sinωt
becomes possible. A comparison against the results of the transient finite element analysis shows the range of
applicability of the obtained analytical expression of the profile of the vibration amplitude φ̃.
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Figure 1: Left: Flexible shaft confined in a curved channel. Right: Static response of the elastic structure θexit(θentry) for various
values of non-dimensional parameter combination pℓ; snap-through instability is possible at pℓ > π/2



 

Nonlinear dynamics of asymmetric rotor subjected to rotor-stator contact 
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Abstract. The nonlinear dynamics of an asymmetric rotor subjected to the rotor-stator contact effect were investigated. The 

rotor was mounted on elastic supports and excited by an unbalanced force arising from the eccentricity of its center of gravity. 

Equations of motion in the two transverse directions of the rotor were obtained. The obtained governing equations of motion 

were solved numerically to unveil the system's dynamics, such as the transition among periodic, quasi-periodic, and chaotic 

motions. In particular, the complex dynamics of the system were studied with the help of bifurcation diagrams, phase plain, 

time history, and power spectrum. 

Introduction 
 

Centripetal forces generated by the imbalance can bring a serious hazard to machines. It is not surprising that 

studying the effects of imbalance on the dynamics of machines has been in mainstream rotor-dynamic research 

for decades [1]. This excitation can produce a vibration that causes rotor-stator contact [2]. Asymmetricity 

causes changes in the mode shapes and vibration patterns of the rotor system, therefore, studying the dynamics 

of asymmetric rotors subjected to rotor-stator contact is significant [3]. 

The governing equations of motion were derived with the aid of Hamilton principle by employing the Rayleigh 

beam theory. Impact interaction between the rotor and the stationary outer case was modeled in the form of 

discontinuous stiffness, and geometrical and inertial nonlinearities due to the inextensibility of the shaft were 

considered. 

Results and discussion 
 

Different tools for dynamical analysis were used to investigate the effects of system parameters on the 

dynamical characteristics of the rotor. Transition in the dynamical state of the rotor was investigated when the 

rotating speed, asymmetrricity, damping coefficient, and impact stiffness coefficient were chosen as control 

parameters. 
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Figure 1: The bifurcation diagram of the maximum displacement of the rotor versus the rotation speed. 

When the vibration amplitude of the rotor is smaller than the radial gap, the system vibrates with period-1. By 

increasing the rotation speed the system experiences quasi-periodic, period-n, and chaotic motion. Moreover, 

the motion regime changes from chaotic to multi-periodic by increasing the damping coefficient, and the 

asymmetricity and impact stiffness are also of great importance to the dynamical characteristic of the rotor. 
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Abstract. The direct parametrisation method for invariant manifolds (DPIM) is applied to rotating structures. Reduced-
order models of arbitrary order expansion can be derived for non-autonomous systems of nonlinear differential equations
stemming from finite element models of continuous structures. The method is applied to a rotating simplified fan blade
with comparisons to full order model simulations.

Introduction

Aircraft engine manufacturers are developing larger systems with longer blades where the geometric nonlinear-
ity is enhanced. As a result, the derivation of efficient reduction method to tackle such problems at the design
stage is important.
This work adresses the application of the direct parametrisation method for invariant manifolds (DPIM), fol-
lowing the implementation proposed for non-autonomous problems in [2], to rotating structures subjected to
large displacements. This method relies on the assumption that the unknowns of the problem, displacement
and velocity, as well as the reduced dynamics equation, can be expressed under the form of arbitrary orders
polynomials of the new coordinates of the problem, the normal coordinates. Examples of such developments
are given for the displacement, eq. (1), and the reduced dynamics, eq. (2). More details are given in a dedicated
paper [1].

u(t) = Φz +
oa∑

p=2

[ψ(z)]p +
ona∑

p=0

[
ψ̂(z)

]
p

(1) ż = Λz +
oa∑

p=2

[f(z)]p +
ona∑

p=0

[
f̂(z)

]
p

(2)

Results and discussion

The method is applied to a simplified fan blade, shown in fig. 1a, which is 1m long. The Campbell diagram
is given in fig. 1b and shows the classic stiffening of the structure with increasing rotation speed. Finally,
comparison between full order simulation and ROM computations using a single master mode, are shown in
fig. 1c (blue : 0 rpm; red : 2000 rpm). One can observe the perfect match between the reduced model (dashed
line) and the full model (solid line) highlighting the efficiency of the method, coupled to a significant time
saving in terms of computation (1 day versus 1 minute).
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Figure 1: Reduced order model of a simple rotating blade;
(b) : : 1F; : 2F; : 1T; : 1E; : 3F; (c) : : FOM; : DPIM O(5, 4); : DPIM O(5)

References
[1] A. Martin, A. Opreni, A. Vizzaccaro, L. Salles, A. Frangi, O. Thomas, and C. Touzé. Reduced order modeling of slender structures
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Abstract. To avoid failure of nonlinear energy sink (NES) under large excitation, a novel design is proposed by attaching 

ABH beam with damping layer at its tip to the mass block of NES. The introduction of the ABH beam has two main influences: 

first, it raises the excitation threshold of NES's failure by increasing the energy dissipation pathway. Second, it reduces the 

main structure's amplitude after NES's failure by utilizing the highly damped modes of ABH structure. This novel NES is 

called ABH-NES. Its theoretical model is established using the Rayleigh-Ritz method and modal approach. Then the influence 

of various parameters on the ABH-NES's performance is analyzed. After that, the responses of ABH-NES, NES, and Uniform 

Beam-NES (UB-NES, using uniform beams to replace ABH beams) are compared. The results show that ABH-NES with the 

same parameters as the NES has a better and more robust damping effect. 
 

Introduction 
 

Although nonlinear energy sink (NES) solves the frequency dependence of linear tuned-mass-damper (TMD), 

its damping performance is influenced by the excitation amplitude. Especially for large excitation, the coupled 

system of the NES may generate an additional high periodic or quasi-periodic solution branch in the frequency 

band where the excitation frequency is slightly smaller than the main structure's frequency. The high solution 

branch is also called closed detached response (CDR) [1]. The appearance of CDR means that the damping 

effect of NES has seriously deteriorated, and continuing to increase the excitation amplitude, the absorber may 

fail completely. To fix this NES's disadvantage, scholars have done much work [1-5]. References [2, 3] found 

that nonlinear damping can eliminate CDR while preserving strongly modulated response (SMR). Zang et al. 

[1] found that increasing the absorber's mass can also improve the performance of the NES under large 

excitation. Chen et al. [4] utilized piecewise nonlinear stiffness to enhance the performance of the NES under 

small and large excitations. Zhang et al. [5] found that the increase in the absorber's degrees of freedom can 

delay the appearance of the CDR. 
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Figure 1: Comparison of NES, ABH-NES, and UB-NES on vibration damping under different excitation amplitude f. 
 

Results and discussion 
 

This research proposes a new NES, ABH-NES, to solve the problem that the conventional NES may fail under 

large excitation. And through numerical simulation, the following conclusions are obtained: 1. The 

introduction of the ABH beam has two effects: to delay the CDR's excitation threshold and to reduce the CDR's 

maximum amplitude. 2. When the second-order frequency of the ABH-NES is close to the main structure 

frequency, the performance of the ABH-NES may be worse than that of the NES. 3. When the parameters are 

chosen reasonably, ABH-NES can achieve better and more robust damping performance than NES by using a 

lighter mass. 
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Abstract. Vibration is an undesired response that increases the dynamic loads in rotor systems. The current study
demonstrates the effect of a ball moving freely in a circular track on reducing the vibration of an unbalanced rotor,
whether due to automatic balancing or energy absorption. We mount the circular track on a ball bearing to prevent its
rotation as a part of the primary rotor, proposing a new design for a ball-in-Track Nonlinear Energy Sink (BIT-NES).
Thanks to the design that allows fixing the racetrack to the rotor using four screws, we can compare the suppression effect
of the new absorber with that of a typical automatic ball balancer (ABB), in which the racetrack rotates as a part of the
rotor. For a small radius track, the modified absorber can reduce the rotor vibration at low angular speeds compared to the
typical ABB.

Introduction

Rotor vibration resulting from imbalance is a source of uncomfortable operation that reduces the lifetime of
rotary machines and possibly damage them. A typical automatic ball balancer (ABB), composed of a ball free to
move in a circular track rotating as a part of the primary rotor, can counteract rotor imbalance and mitigates its
vibration. The experiments demonstrated that the ABB works effectively at high angular speeds above the rotor
critical speed [1], as the ball was located automatically in a proper position to counteract the system imbalance
reducing its amplitudes. However, the ABB can result in more vibrations at low angular velocities, because the
reaction forces with the track drive the ball away from the desired position. Ball-in-Track Nonlinear energy
sink (BIT-NES) is an advanced vibration absorber similar to the ABB in structure but differs in its principle of
operation. A recent study [2] has explained how the BIT-NES absorbs the lateral vibration of a prism subjected
to airflow in wind tunnel tests. Based on the targeted energy transfer (TET) concept, the ball rotates to absorb
energy from the primary system and dissipates it through friction with the NES track walls during rotation.
This study proposes a modified design of a BIT-NES, in which the racetrack, integrated on a ball bearing, does
not rotate as a part of the rotor shaft. We tested the modified BIT-NES effect in reducing the vibration amplitude
of a vertical unbalanced rotor. Moreover, four screws can lock the circular track of the device to resemble a
typical ABB. Comparing the suppression effect of the typical ABB to that of the proposed BIT-NES illustrates
the impact of the ball track relative rotation with the rotor system.

Electric Motor

Bearing Rotor Disk Bearing

Displacement Sensor Upper track

Lower track

The proposed device

Figure 1: Experimental Setup, simply supported rotor coupled with the proposed BIT-NES.

Results and discussion

The NES main body is coupled with the rotor shaft through a ball bearing in order that we can neglect its
rotation. The developed BIT-NES (Fig. 1) has two circular tracks; a racetrack surrounding the ball bearing
with a 3 cm mean radius and an upper one with a smaller mean radius of 1 cm. A 2.5 gm ball can occupy one
of the two tracks. Besides, the design enables fixing the track with the rotor by four screw bolts to resemble
a typical ABB, in which the racetrack rotates as a part of the rotor. The ABB reduces rotor vibration at high
angular velocities above the rotor critical speed. However, it increases the amplitudes at lower angular speeds.
In the case of a non-rotating track, the BIT-NES of the smaller radius could reduce the rotor amplitudes at
low angular speed compared to a typical ABB. While for the larger radius track, the proposed device increases
the rotor amplitudes. Furthermore, the ABB is more efficient in mitigating rotor vibrations at higher angular
velocities.
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Abstract. Rotational inertial mechanisms (RIMs) can create large mass effects that can significantly alter the dynamics of 
the systems they are attached to. While the most commonly considered RIMs are linear devices, other nonlinear RIMs have 
been proposed. This work considers the variable inertia rotational mechanism (VIRM). Approximate analytical analysis using 
the harmonic balance method is used to investigate the dynamics of a system with a VIRM attached. The results of this work 
show that the VIRM introduces an effective softening nonlinearity dependent on input amplitude and VIRM properties. 
 

Introduction 
 

The inerter is a linear rotational inertial mechanism (RIM) that produces a force proportional to the relative 
acceleration between the mechanism’s two terminals. This mechanism is often realized by using a ball-screw 
or rack and pinion to convert translational motion to the rotational motion of a flywheel with static geometry. 
Inerters can be advantageous for structural control applications because they typically have relatively small 
physical mass but can create significant mass effects in structures. The variable inertia rotational mechanism 
(VIRM) is a nonlinear RIM in which the provided mass effects vary with system response. The VIRM can be 
realized by modifying the flywheel of a linear RIM such that it includes slider masses that are positioned in 
connection with springs and guides that allow these sliders to move radially in the flywheel (see Figure 1-Left). 
With this type of configuration, the mass effects provided by the VIRM to a system increase with increases in the 
rotational velocity of the flywheel. While numerical analyses have been performed on systems with the VIRM, 
its fundamental dynamics have not been explored analytically [1]. This work uses the harmonic balance 
method (HBM) to perform an approximate analytical investigation of the dynamics of this system. 
 

Results and Discussion 
 

The system considered for this analysis is a single-degree-of-freedom (DOF) primary structure with a VIRM 
attached (see Figure 1-Center). The EOM for this two-DOF combined system with u as the primary system 
displacement and x as the slider radial displacement are shown in Eq. (1) [2]. In Eq. (1), ms, cs, ks, and F(t) are 
the primary system’s mass, damping, stiffness, and load, respectively; the VIRM properties of I0, α, n, msd, and 
csd, are the static rotational inertia, factor relating the linear displacement to number of flywheel rotations, 
number of sliders, slider mass, and slider damping, respectively, �̇� is the VIRM rotational velocity, and Fbsd(x) 
is the slider spring force. For this analysis, Fbsd (x) includes a main linear stiffness zone and higher stiffness 
penalty zone to prevent excessive slider displacements. With the HBM, a harmonic force with a given 
amplitude was used as the load and the response of the system was assumed to be harmonic with unknown 
amplitude and the same frequency as the load. By plugging in this assumed response into the system EOM and 
neglecting the higher-order terms, the approximate amplitude of the assumed system response can be solved. 
An example of the results of the HBM is seen in Figure 1-Right, which shows the response amplitudes resulting 
from this analysis with different loading frequencies. These results show a softening nonlinearity and 
bifurcation; however, the stability of each solution would need to be assessed. While softening is still seen, the 
VIRM properties and load amplitude impact the bending behaviour of the resulting HBM solution.  
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Figure 1: (Left) VIRM flywheel, (Center) Primary system with VIRM, (Right) Example HBM results showing softening behavior 
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Abstract. The inerter based isolation systems (Inerter-BI) to control the structural responses of multi-storey buildings, the 

conceptualized versions of multi degree of freedom systems, are introduced in this paper. H2 optimization method implements 

to derive exact closed-form expressions for the optimal design parameters of Inerter-BI. The linear and nonlinear stiffnesses 

are applied for the superstructural stiffness and the stochastic linearization method applies to linearize each nonlinear element 

of governing equations of motion. The frequency domain responses are determined through transfer function formation 

analytically. A numerical study performs with earthquake base excitations to evaluate each isolator's displacement and 

acceleration reduction capacities using the Newmark-beta method. The dynamic response reduction capacities of Inerter-BI 

are significantly 71.28 % and 93.61 % superior to dynamic response reduction capacities classical base isolator (CBI) subjected 

to harmonic and random base excitations.  

 

 Introduction 

 

Passive vibration control devices mitigate the structures' dynamic responses to prevent structural damage 

during natural disasters such as earthquakes and storms. The base isolators [1] are one of the widely applied 

passive vibration control devices due to their superior vibration reduction capacity. Recently, inerters [2] have 

been installed inside conventional isolators to increase their vibration reduction capacity without affecting the 

static mass, stiffness, and damping. However, the inerter and negative stiffness inerters are not applied to the 

conventional base isolators to mitigate multi-storey building's dynamic responses. The exact closed-form 

expressions for dynamic responses and optimal closed-form solutions also do not exist in any literature. 

Therefore, a research scope has been identified from the existing state of the art. To address this research scope, 

the inerter based isolation systems are introduced in this paper. The governing equations of motion for muti-

storey buildings isolated by Inerter-BI are derived using newton's second law and expressed as 
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Results and discussion 

 

From Figure 1, a higher inerter mass ratio recommends to design optimum Inerter-BI. 

 

 
Figure 1: The variation of optimal (a)frequency ratio and (b)damping ratio versus mass ratio of inerter of inerter based isolation system. 

The variations of displacement responses of multi-storey buildings isolated by classical base isolator and inerter based isolation system 

subjected to (c) harmonic and (d) random white noise versus frequency ratio. 

 

The variations of CBI and Inerter-BI controlled multi-storey building’s dynamic responses have been shown 

in Figure 1 (c) and Figure 1 (d). The dynamic response reduction capacity of Inerter-BI is significantly 71.28 % 

superior to CBI. In addition, the maximum dynamic responses of CBI and Inerter-BI controlled structures are 

determined as 5.53×108 dB/Hz and 3.53×107 dB/Hz. Accordingly, the dynamic response reduction capacity of 

Inerter-BI is significantly 93.61 % superior to CBI.   
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Vibro-impact NES: Nonlinear mode approximation using the multiple scales method
Balkis Youssef and Remco I. Leine
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Abstract. The aim of the paper is to derive a closed-form approximation for a nonlinear mode of a system with
vibro-impact NES. Hereto, the multiple scales method is used to analyze the dynamical behavior of a linear oscillator
coupled with a vibro-impact nonlinear energy sink (VI NES). The steady state response in the vicinity of 1:1 resonance is
approximated. The resonance frequency of the examined nonlinear system for different excitation levels is estimated and
the corresponding backbone curve is identified. The theoretical findings agree with the simulation results and represent a
possible new approach for system identification.

Introduction

A nonlinear energy sink (NES) is a structural element, which is attached to a primary structure to absorb and
mitigate the vibration energy, when the structure is excited within a certain frequency range. To assure an
optimal design of the NES, many studies (e.g. [4, 3]) have been conducted to understand its working princi-
ple, being strongly related to the theory of nonlinear modes (NM). Different numerical approaches, including
control-based methods, have been applied to approximate NMs of nonlinear vibrating structures. These meth-
ods are mainly based on Rosenberg’s definition for nonlinear modes and rely on the invariance property of the
NM in the configuration space under the system’s flow [1]. In this work, the simplest case of periodic motion of
the VI NES is considered, namely 1:1 resonance with 2 symmetric impacts per period. The method of multiple
scales is applied to approximate the solutions and to derive a closed-form expression for the backbone curve.
In this context, the backbone curve is defined as the curve connecting the maximas of the frequency response
functions for different excitation levels [2].

Figure 1: a) Backbone curves for different values of r. b) Backbone curve for r = 0.65. The red point on the left branch represents the
point attained with PLL. The black crossed circles correspond to the estimated values from the free resonant decay response.

Results and discussion

The developed analytical treatement from [3] is pushed further to extract the modal properties of the studied
system. A closed-form description of the system’s considered backbone curve is derived and numerically
verified. Figure 1 depicts the obtained curves for different values of the coefficient of restitution r.
In a second step, a verification of the obtained modal lines is persued via a numerical approach. The numerical
identification is achieved through the system’s resonance decay response combined with a Phase-Locked-Loop
(PLL). At this stage, the backbone curve is obtained by means of the decaying free resonant response. The
estimated modal line is shown in Figure 1, depicting the numerically identified stable branch of the backbone
curve and confirming the analytical results.
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Abstract. Today one of the greatest engineering challenges in smart materials is on the development of structural morphing 

materials. Multistable composites have the intrinsic ability to vary their shape but they have some weaknesses that limit their 

usage in structural applications. For instance, bistable composites lose rigidity while snapping from a configuration to the other 

and their transition to the new configuration is coupled with undesired vibrations. This paper focuses on solving such 

criticalities by inserting magnetic particles within the composite matrix. The exposure of such a bistable composite to a 
magnetic field, allows to dampen these vibrations and increase the overall composite stiffness. 
 

Introduction 
 

Multistable composite laminates have the uniqueness of being characterized by multiple equilibrium 
configurations, each with a different geometric shape.  Shape changes in bistable composites need the actuation 

of an external force or proper actuation mechanisms [1]. The prediction of the stable shapes and the 

understanding of the snapping mechanism of asymmetric thin laminates has been carried out by many 

researchers [e.g. 2] by extending the Classic Laminate Theory while analytical models for predicting the snap-
through forces and moments were developed by Dano and Hyer [3,4]. The models were based on Rayleigh–

Ritz method also with higher order polynomials [5].  In general, morphing materials should transit smoothly 

and in a controlled manner from a shape to the other. Unfortunately, bistable composites are affected by 
undesired vibrations once the material has reached its alternate stable configuration. The most advanced 

damping approaches in the literature use nanoparticulates to activate exotic stick-slip mechanisms. Such 

approaches are intrinsically passive. Active solutions instead have the potential to be activated by means of 
external energy sources.  
 

 
 

Figure 1: (Left) Schematic of the composite design; (Center) Experimental validation of the vibrations induced in a composite after 
shapping; (Right) Comparison of the FFT response of a non-magnetic composite (NM), of a micro-composite in its passive state (M) 

and of a micro-composite exposed to a magnetic field (M+magnet) 
 

A bi-stable magnetic composite and its frequency tunability 
 

This paper aims to investigate a novel bistable composite design in which carbon fibers are embedded in a 

magnetic micro-composite matrix (schematic in Figure 1). The addition of iron micro-particles allows to 

enhance the transition from an equilibrium state to the other by damping out vibrations through a passive and 
active (hybrid) approach. Magnetic particles can in fact work as passive and active fillers, in the latter case 

thanks to their interaction with an external field.   

It is shown that the mass increase can indeed dominate with respect to pure passive stiffening which results in 

a reduction of resonance frequency, but at the same time the interaction with the magnetic field allows to 
control finely the material rigidity. It is also demonstrated that such interaction can control the undesired 

vibrations when a bistable composite snaps from a stable configuration to the other. This work paves the way 

to composites that can change shape and rigidity in a controlled manner. 
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Abstract. Managing vibrations, dynamic responses and damping is one of the challenges of engineering design. The aim of 

this work is to study the use of damping through nanocomposite materials with a main focus on shock-absorption. The new 

frontiers of research on multifunctional materials are rapidly moving towards the generation of new nanocomposites based on 

magnetic nanoparticles that play the role of fillers incorporated in a polymeric matrix. In such materials the interaction between 

the particles during manufacturing and the interaction of the embedded particles with a surrounding magnetic field is of great 

importance for the improvement of the performance to obtain small size dampers. 
 

Introduction 
One of the main problems in engineered devices and structures is vibration damping. In general shock 

absorbers, convert the kinetic energy into another form of energy. There are two types of active and passive 

devices [1]. In the active case, piezoelectric materials generate mechanical forces that oppose the vibrations of 

the source, instead passive devices, are more complex because they require the sensors feedback and command 
controls. Generally, piezoelectric elements are integrated with an external shunt circuit, which is heavy and 

bulky. In recent decades, the interest in the use of composite materials has increased greatly. Recent 

developments in the field of composites involve the application of nanoscale microparticles in a polymer 
matrix, which bring numerous improvements in mechanical, thermal, acoustic, flame retardant, and vibration 

damping properties. Magnetic nanocomposites are among the most innovative materials in recent years 

because they enable a wide range of functions [2]. In general, the fabrication of nanocomposites is challenging 

because the material properties and performance are greatly affected by slight variations in the distribution of 
nanoparticles in the matrix. The fabrication process usually consists of several steps. A nanofiller powder is 

directly sonicated with a polymer solution, or if such a solution is too viscous, it is first sonicated with solvents. 

Sonication is also crucial because it affects the final distribution of the nanoparticles, which should be very 
uniform for optimal material properties. For magnetic particles, this step becomes even more complex because 

these particles are subject to significant mutual interaction due to their dipole moments. In a fully manufactured 

nanocomposite, the interaction between particles and the magnetic field is influenced by their relative 
configuration within the polymer chains.  
 

 
 

Figure 1: Comparison of the interacting force of various magnetic sphere designs; Damping film with and without a magnetic field. 
 

Objective and results 
 

The goal of this work is a complete understanding of the interaction between individual particles and the 

interaction of an enclosed group of particles with a magnetic field, combined with the study of shock absorption 
of ultra-light thin films. This work showed the possibility to improve and modulate, the stiffness and damping 

coefficient of a silicone membrane, thanks to the inclusion of oil spheres with free magnetite particles. The 

study, of individual spheres and their interaction with an external magnetic field, allowed to demonstrate that 

magnetic particles, that are free-to-move inside a shell, have an enhanced interaction with the field than pure 
nanocomposite spheres. The development of highly performing spheres allowed to create membranes that are 

greatly able to damp-out vibrations once exposed to a magnetic field also under impulsive actions, leading to 

the novel concept of an ultra-light membrane that can work as shock absorber. 
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Abstract. This work proposes the control of oscillations of a pendulum while maintaining a net constant length of the
pendulum where the average is taken over several oscillations. As in prior work, the pendulum is shortened at the end of
the swing and lengthened in the middle of the swing [1]. In this work, the pendulum is lengthened the same amount as it
is shortened so that the net pendulum length remains unchanged as averaged for several oscillations. The shortening and
lengthening can be accomplished with uniform shortening and lengthening and also with a hoisting control method with
variable cable length [1].

Introduction

We propose a control method to stabilize a payload in medical evacuation rescues [1]-[5]. We consider an
operational aspect of medical evacuation (MEDEVAC) rescues with the aim to stabilize the swing angle of an
oscillating rescue while maintaining the cable length when averaged over multiple oscillations [1].
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Figure 1: Method to decrease the swing angle of a pendulum while maintaining constant length l1 in (a) steps 1-4 and (b) steps 5-8;
Method to increase swing angle of a pendulum while maintaining constant length l1 in (c) steps 1-4 and (d) steps 5-8.

Results and Discussion

The proposed method considers the planar pendulum under gravity, g, with the second order nonlinear equa-
tion of motion such that θ̈+2 l̇(t)

l(t) θ̇+
g
l(t)θ = 0. The length of the cable can be shortened at the ends of the swing

(Fig. 1(a)). Some choices of time dependence are: (i) l(t) = l0−vst; (ii) l(t) = la e
−r(t − ta) + lb − lb e

−r(t − ta)

with la > lb (exponential shortening); (iii) l(t) = la + (lb − la)
[
1
2 + 1

2 tanh
(
r(t − ta,b)

)]
with la > lb. The

cable can also be lengthened at the middle of each swing (Fig. 1(b)). Some choices of time dependence are:
(iv) l(t) = l0 + vlt; (v) l(t) = lee

−r(t−te) + lf − lfe
−r(t−te) with le > lf (exponential lengthening); (vi)

l(t) = le + (lf − le)
[
1
2 + 1

2 tanh
(
r(t− te,f )

)]
with le < lf .
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Abstract. The goal of this project is to design and model a mechanical stabilization system for low-mass sling loads in
medical evacuation (MEDEVAC) helicopter rescues. The additional goal for this project is to create a software simulation
of the system. The current project’s final purpose is to test and characterize the model system. There are three target
specifications for this project. The first specification outlines the two vertical hoist speeds of the lift at 0.381 m/s and
0.501 m/s. The second specification outlines the stabilization angle from a maximum angle of 15 degrees to less than 5
degrees. Finally, the third specification outlines the two initial cable lengths of 7.9248 meters and 32.3 meters.

Introduction

In a medical evacuation (MEDEVAC) helicopter rescues, the goal of any medical evacuation is to get the patient
safely into the helicopter and then to a medical facility as quickly as possible [1]. This project aims to design
and model a mechanical stabilization system for low-mass sling loads in medical evacuation (MEDEVAC)
helicopter rescues [1]-[5]. The optimal way to achieve this is to have the patient hoisted up into the helicopter
while it is moving [4]. This, however, is difficult as the patient is being swung in an oscillating pattern, similar
to a pendulum, and would need to be stabilized to not cause further injury or harm. The idea proposed to solve
this is to have the sling be hoisted and lowered at various velocities to compensate for the change in angular
velocity [5]. This would be achieved by having a device at the helicopter that would measure the rate and angle
of oscillation and, using that information, adjust the velocity at which the sling is being hoisted. By having a
device that can measure the current angle of the sling as well as control the velocity of hoisting the patient, the
swinging motion can be reduced or eliminated. Our model assumes the helicopter is in a steady hover.

 Bill of Materials for Design Alternative 1: Encoder and Gyroscope 

Item Cost ($) 

Encoder and Motor Bundle (None) Bemonoc $15.99 

Buttons (JF-0020) QTEATAK $5.99 

Switch (MTS-101-F1) DAIERTEK $7.99 

Motor Driver (L298N) HiLetgo $11.49 

Arduino Mega (A000067) Arduino $38.93 

Boost-Buck Convertor (LM2596) Atnsinc $9.29 

DC Adapter (12V2A-03081947) DTECH $11.88 

OLED Module (U602602) UCTRONICS $6.99 

RUNCL Braided Fishing Line $17.99 

BWT901 High-Precision Gyroscope $45.99 

Current Estimated Total $172.53 
 

Figure 1: Build of materials.

Results and Discussion

A requirements analysis of the project specifications was performed, and the target specifications were deter-
mined. First, a length of 46 feet was determined to be the maximum length a lift would be performed. Second,
the maximum weight of the sling was identified at 600 pounds. The lift system has two possible speed settings:
slow and fast [4]. The angle takes on a maximum value of 15 degrees with a goal of 5 degrees. The design
choice (Fig. 1) was determined to be using the encoder as well as a gyroscope as this allowed for more precise
data to be generated and sent to the controller. Building a custom controller was found to be more efficient for
the team’s purposes as it allows for more customization.
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Abstract. An isochronous spring is introduced in a pendulum tuned mass damper (PTMD), with the aim of attenuating the 
detrimental nonlinear effects of PTMDs on vibration control. By letting the third-order term of nonlinear resilience generated 
by the pendulum and the isochronous spring be opposite, the nonlinear pendulum contribution can be greatly reduced. The 
frequency response function (FRF) of the primary structure is obtained via the harmonic balance method (HBM) combined 
with arc-length continuation. The results show that with a proper isochronous spring design, the PTMD response can be 
tailored to be linear up to 0.85 radians (about 49 degrees), which is much larger than the “linear” oscillation amplitude of the 
PTDM without the isochronous spring, thus ensuring the PTMD control performance also at large angles.  

Introduction 
Pendulum tuned mass dampers have been widely used in high-rise buildings to attenuate wind/seismic-induced 
vibrations[1]. Usually, PTMDs are treated as linear assuming small oscillation amplitude, while their nonlinear 
behaviour may have detrimental effects on the control performance when the controlled primary structure is 
subjected to strong excitations[2]. Although several studies addressed the PTMD with its nonlinearity[3], the 
external excitations are uncertain thus posing a challenge when the design targets a specific excitation intensity. 
Therefore, in this paper we propose to cope with the nonlinear effects of PTMDs introducing an isochronous 
spring, referred to as IE-PTMD, which is properly designed to attenuate the PTMD nonlinear effects at large 
rotation angles. 

Problem formulation 
A single-degree-of-freedom (SDOF) primary structure is charactered by mass m1, stiffness k1 and damping 
coefficient c1, as shown in Figure1(a). Additionally, a PTMD with tip mass m and damping coefficient c is 
suspended by a pendulum rod with length l. At the same time, an isochronous spring with original length l0 
and stiffness k2 is hinged between the pendulum rod and the primary structure, and the distance between the 
lower hinged and suspended points is denoted by l2. In addition, f,  and t are the excitation amplitude, 
frequency, and time, respectively. The equations of motion can be obtained using the Lagrangian as: 
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The squared term in Eq. (1) is expanded in Taylor series, and the third-order term is set to 0, so as to eliminate 
the main nonlinear term on the system response. The HBM combined with arc-length continuation is utilized 
to solve Eq. (1) and obtain the FRFs of the primary structure and pendulum, as shown in Figure1(b) and 1(c), 
respectively. It is found that, with the increase of excitation amplitude, the peak in the FRF of the primary 
structure with the attached PTMD increases significantly without exhibiting the two equal peaks corresponding 
to the in- and out-of-phase modes. On the other hand, the IE-PTMD has approximately two equal peaks, 
indicating much better control performance and nonlinearity attenuation capability. The FRFs of the pendulum 
have the same trend as that of the primary structure, and the rotation angle can reach 0.85 radians for IE-PTMD 
while without strong nonlinearities.  

           
(a)                                                                                                     (b)                                                                                                   (c) 

Figure 1: (a) Schematic of IE-PTMD attached to a SDOF primary structure, (b) FRF comparison of primary structure with/without 
isochronous spring and (c) FRF comparison of pendulum. 
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Abstract. Vibrational resonance (VR) in a modified Rayleigh-Plesset oscillator for a charged bubble oscillating in a
compressible fluid while driven by an amplitude-modulated acoustic force has been investigated. A novel equation of
motion for the charged bubble as an oscillator moving in a potential well was obtained. It is shown that the bubble moved
in a single-well potential when uncharged, while it can move in varieties of potential wells when charged. In the presence
of an amplitude-modulated acoustic wave, an increase in the quantity of charge leads VR, i.e. an increased response of the
bubble to the acoustic wave. Furthermore, different patterns of VR can occur with variations of other cavitation properties.

Introduction

The phenomenon of vibrational resonance (VR) [1] was first introduced in 2000 by Landa and McClintock [1].

It is the amplification of a weak signal input by means of high-frequency driving signal, whose frequency

Ω ≫ ω, where ω is the frequency of the weak signal. Due to its numerous potential applications, VR has been

receiving considerable research attention in the last two decades in many different field, including bubble dy-

namics [2, 3]. Studies of VR in bubble oscillators are relatively new and were investigated only for uncharged

bubble oscillator moving in an incompressible liquid [3]. Research interests in bubble oscillation and cavitation

are largely motivated by their applications in fluid engineering (e.g. industrial waste water treatment), sono-

chemistry and medical diagnostics and therapy. When irradiated by acoustic driving fields, electrostatic charges

can be deposited on the bubble surface, thereby negatively charging the bubbles due to the migration of ionic

charge from the fluid onto the bubble surface [4, 5]. The effects of charge on bubble dynamics is a longstanding

problem, but has not been investigated in relation to VR phenomenon, to best of our knowledge.
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Figure 1: The response amplitude (A) as a function the amplitude of the modulation G for three different quantities of the charge, Q.

Results and discussion

Vibrational Resonance was numerically investigated using Matlab Simulink model of the charged bubble os-

cillator. The main effect of charge on VR is shown in Figure 1 for different values of the quantity of charge,

Q = 0, 2.0 pC and 3.0 pC . An increase in Q leads to an increased response of the bubble to the amplitude

modulation, namely, enhancement of VR. Furthermore, in the presence of electrostatic charge, variation of

other cavitation properties impacts on the occurrence of VR in different pattern, either by enhancing VR or

suppressing it - implying that the cavitation properties can be exploited in the presence of charge to control the

bubble dynamics for the desired application.
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Abstract. This study proposes a new nonlinear control scheme for friction-induced vibrations (FIV). The approach
consists of two stages. The first stage transforms the system into a cascade of independent subsystems and then the second
stage focuses on the monitoring of the transient and stationary regimes of the associated dynamics. A comparison between
the closed-loop performances of the proposed solution and of an input/output linearization technique has revealed a better
efficiency of the present solution, especially for transient tuning in the presence of limited control amplitude. Moreover,
the observed performances have shown interesting robustness with respect to the saturation of the corresponding control.

Introduction

Mitigating friction-induced vibrations (VIB) is of central importance in numerous applications [1] in order to
avoid their negative effects on the system performances. Numerous methods ranging from classical techniques
based on proportional integral and derivative (PID) actions [2] to more sophisticated nonlinear and robust
techniques [3, 4], were proposed. Most of these studies have focused on the stability of the steady state at the
stationary regime, however, and have neglected transient properties of the controlled FIV. The present work
deals with the active control of FIV, and pays particular attention to ensuring good transient properties in terms
of damping and settling times. It proposes a new scheme which consists of two control stages. The first stage
puts the system into a cascade of independent subsystems the dynamics of which becomes simpler to control.
Then, the second stage designs feedback controllers with specified damping characteristics.

Application and results

The Hultèn system given at the left side of Figure (1) and which is widely used in the FIV framework, is con-
sidered in the present study in order to assess the efficiency of the proposed control scheme. A comparison
between the latter and the nonlinear control based on input/output linearization was carried out. One of the
results obtained by both methods is given at the middle and the right side plots in Figure (1). It consists in
the time evolution of the vertical displacements X1 of the mass. The right side plots are zooms on the X1

transient. Results have revealed that the new architecture yields an asymptotically stabilized dynamics with
better transient properties than that obtained by applying an input/output linearizing state feedback. Further-
more, it allowed a better compromise between the damping properties of the transient and the amplitudes of the
corresponding controls. Finally, its stabilizing effects have exhibited a better robustness than the input/output
linearizing state feedback with respect to the saturation phenomenon occurring when the control amplitudes
reach high levels.
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Figure 1: From left to right-Hultèn system - The controlled displacement X1 -Zoom on the transient of the controlled X1. Solid line:
Cascade architecture based control, dashed line: Input/output linearizing state feedback control
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Abstract. This paper aims to study the effect of axial forces and bending moment on the static behaviour and natural 

transversal vibrations of piezoelectrically actuated slightly curved beams subject to prescribed axial end displacement. This 

is achieved by bonding patches of piezoceramic material at along the top and bottom surfaces of the beam. The governing 

equations for the system are formulated using Euler-Bernoulli beam theory and on the basis of von Kármán non-linear 

strain–displacement relations and linear constitutive relations for both the piezoelectric and host beam materials. Due to the 

nonlinearity of the governing equations, their solutions are attempted by a regular perturbation technique leading to 

asymptotic expansions of displacements, internal forces and the natural vibration frequency. Numerical examples are 

presented, including how the geometrical nonlinearity is incorporated in the system's static and dynamic responses as a 

function of two main variables, the beam initial curvature and the electric field application. 
 

Problem statement  
 

Statics and dynamics of composite structures with geometrical imperfections actuated piezoelectrically or 

electrostatically have aroused great interest due to their various potential applications [1-3].  In this work a 

simply supported sandwich piezoelectric beam of length l and width b, composed of two identical external 

piezoelectric layers (thickness hp) perfectly bonded to an elastic core of thickness h has been considered. The 

adhesive layers are neglected. The beam of initial curvature described by function W0(x) is subjected to a 

prescribed end displacement  that changes the distance between the pin supports, as shown in Fig. 1a. The 

geometry of the beam cross-section is given in Fig. 1b. 
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Figure 1: Scheme of a simply supported slightly curved piezoelectric beam and its cross-section. 
 

 

Since the piezo-layers have an opposite polarization, the application of the electric field of vector E makes 

that the upper layer is contracted, whereas the bottom one is expanded and, as a result, the piezoelectric 

moments of equal values Mp appear at the supports. Moments Mp may be redirected when vector E will have 

the opposite direction. As both beam ends are pinned, the beam deflection influences an axial force that is 

caused by the prescribed displacement. The analysis is based on a nonlinear equation of motion of a shallow 

beam under both axial and piezoelectric forces. The perturbation method of the solution has been chosen 

according to which the transversal and axial displacements, the axial forces and the natural vibration 

frequency are expanded into power series with respect to a small amplitude parameter. Infinite sets of 

differential equations with associated boundary conditions are obtained for the rising power of the amplitude 

parameter which are solved sequentially. The first set of equations describes the static response of the system 

presenting the effect of the axial force and the applied voltage on the static equilibria of the beam. The next 

set of equations represents the eigenvalue problem for various static equilibrium positions. A large number 

of results presents the variations of the natural frequencies and mode shapes for equilibrium positions of the 

beam being stretched or compressed by axial forces resulting from the applied voltage changing from 

negative to positive magnitudes. The results have also shown the possibility of exploiting electric voltage to 

tune the stability and natural frequencies of curved beams over a wide range of frequencies. 
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Abstract. Structures implemented in high seismicity areas are usually subjected to strong earthquake motion. Hence, high 

peak ground acceleration values characterize such seismic events. Under such excitations, the structures undergo non-linear 

behavior, leading to irreversible damage and eventually collapse. To prevent such hazards, seismic dampers are implemented 

in the structures. This study implements a magneto-rheological (MR) damper in a structure submitted to seismic excitations. 

The structure is modelled to undergo non-linear behaviour beyond a certain quantity of deformations. The non-linear 

behaviour of the structure is captured using the Bouc-Wen hysteresis model. The obtained results show a good performance 

of the magneto-rheological in reducing the response quantities of the structure. The investigated dynamical parameters are the 

top floor displacement, the inter-story drift and the hysteresis behaviour of the structure.  
 

Introduction 
 

Earthquakes are considered the most destructive natural events. They usually cause damage and loss in lives 

and materials. Throughout the existence of humankind on the earth, constructing aseismic structures was a 

relevant and continuously evolving challenge. Nowadays, structures constructed in high seismicity areas are 

designed and equipped with vibration control devices to reduce seismic-induced motions. It is well established 

that most structures submitted to seismic excitations will undergo non-linear deformations [1]. However, most 

of the studies in the literature involving vibration control devices consider that the structures remain in the 

elastic range leading to an overestimation of the structures and devices' performances. To overcome this 

lacunas, various models were introduced to represent the non-linear behaviour of structures. One of the most 

representative models of non-linear hysteresis behaviour is the Bouc-Wen model [2]. This model was used to 

represent the non-linear behaviour of multi-story buildings, and the results obtained by the approach were 

correlated using a pushover approach [3]. In this study, a multi-degrees of freedom structure was modelled to 

undergo non-linear behaviour. The structure is then equipped with four magneto-rheological dampers optimal 

set to obtain the best response reduction. This study's primary purpose is to investigate the performance of 

semi-active devices in the non-linear response reduction of structures submitted to earthquakes. 
          

Results and discussion  
 

A multi-degrees of freedom building modelled to express non-linear behaviour is equipped with four magneto-

rheological dampers located on the first, second, third and fourth floors, respectively. The structure is submitted 

to earthquake excitations. The MR damper parameters are optimized using a genetic algorithm (GA) with a 

single objective function, defined as the reduction of the top floor displacement.  
 

 
Figure 1: top floor displacement time history of the controlled and uncontrolled structures 

 

The results show a good response reduction using MR dampers, especially in top flor displacement as shown 

in Figure 1. The MR dampers also reduce the hysteresis behaviour. Hence, reducing the damage induced to 

the structure by the ground acceleration. It was found that using purely elastic models to calculate the seismic 

response will lead to an overestimation of the devices' performance. Non-linear models are more accurate and 

representative of the actual case scenarios.  
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Abstract. Autoparametric vibration absorber attached to a main system is a type of equipment to reduce the resonance
amplitude in the main system. In this study, the vibration absorber is primarily composed of a cantilever beam, and we
improve the performance of autoparametric vibration absorber by the feedback control. By the position control of the
fixed end of the cantilever beam, we decrease the viscous damping and change the natural frequency of the absorber. By
performing the nonlinear analysis, we determine the suitable linear velocity feedback gain for reducing the amplitude of
the main system. Also, when the amplitude of the absorber is relatively large, due to the nonlinear dependency of the
natural frequency on the amplitude, the frequency ratio between the absorber and the main system is deviated from 1:2.
We establish a nonlinear feedback control method to compensate for the nonlinearity so that the ratio maintains to be 1:2
regardless of the magnitude of amplitude. Furthermore, we conducted experiments using a simple apparatus. The results
demonstrated the validity of the proposed control methods.

Introduction

Harmful vibrations caused by resonances are present in a wide variety of engineering dynamical systems.
Dynamic vibration absorber [1] is a type of passive amplitude control system used in many industries such as
automotive, construction and aerospace. It reduces the vibration of an object (main system) by vibrating a mass
attached as a sub-system when the object is externally excited. Haxton and Barr [2] designed the autoparametric
vibration absorber in which a cantilever beam with a mass at the tip is connected to a main system subject to
external periodic excitation. Since then, many new devices have been developed to improve the performance
of the absorber. An important aspect of this is the widening of the working band of the absorber. Cartmell and
Lawson [3] widen the working band range by appropriately moving a lumped mass attached on the absorber.
Then, the natural frequency of the abosorber is automatically tuned according to the excitation frequency so
that the autoparametric resonance in the absorber is kept and the amplitude of the main system is reduced.

Results and discussion

In this research, in addition to expanding the working band rang like previous researches, we have further en-
hanced the vibration absorption at resonance point by means of feedback control. We propose an autoparametric
vibration absorber in which the viscous damping and the natural frequency of the absorber can be reduced and
changed, respectively, as shown in Figure 1(a). Under the absorber with feedback control, the amplitude of
main system decrease with 83.5% at resonance point (It is 63.5% without feedback control) as shown in Figure
1(b). Moreover, when the amplitude of the absorber is relatively large, the frequency ratio between the ab-
sorber and the main system is deviated from 1:2 due to the cubic nonlinearity of cantilever beam. We propose
a nonlinear feedback control method to compensate for the nonlinearity so that the ratio maintains to be 1:2
regardless of the magnitude of amplitude and it is experimentally verified.
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Figure 1: (a) Model of autoparametric dynamic vibration absorber. (b) Frequency response curves of main system.
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Abstract. The vibration suppression effect of novel magnetic tristable nonlinear energy sink (MTNES) on harmonically
excited cantilever beam is studied. The performance is investigated through Hamilton’s method, assumed mode method
and fourth order Runge Kutta method. Taking the amplitude reduction of the end of the cantilever beam as the research
objective, the method verified by the experiment is compared with the numerically calculated results. The results show
that the MTNES has a good effect on the vibration suppression of cantilever beams and an increased robustness compared
to the tuned-mass-damper (TMD).

Introduction

The nonlinear energy sink (NES) captures the vibration frequency of the host structure in a short time after the
structure vibrates, and generate 1:1 resonance, realizing the dissipation and transfer of seismic energy. Because
its nonlinear restoring force enables a wider frequency bandwidth and robustness than compared to the TMD,
it has been studied by many scholars. Magnetic force can be used to obtain a nonlinear restoring force in the
magnetic nonlinear energy sink (MNES). Al Shudeifat realized the MNES first by using asymmetric magnets.
The MNES significantly improved the impact mitigation performance over broadband energy input compared
to the conventional NES with cubic restoring force [1]. Chen proposed a magnetic bistable nonlinear energy
sink for seismic control. By applying it to single-DOF and multi-DOF frame structures, he found an improved
robustness[2]. Feudo proposed and built an MNES with adjustable restoring force, and used it for the vibration
reduction of a three story frame structure[3]. In the current study, a novel tristable magnetical nonlinear energy
sink is proposed, which consists of four outer magnets, two inner magnets and a linear spring (see Fig. 1a).

(a)
(b) (c)

Figure 1: The MTNES (a), restoring force (b) and cantilever beam with MTNES (c).

Results and discussion

This particular configuration of magnets and springs yield the restoring force shown in Fig. 1b. The length,
width and thickness of the magnet are 10cm, 10cm and 2cm respectively. The distance between the centers of
the outer magnets and inner magnets along the length direction of the spring is 10cm, and the distance perpen-
dicular to the direction of the spring is 3cm. The spring stiffness is 2000N/m. The first reonance frequency of
the cantilever beam is 4.32Hz. When the excitation frequency is 4.4Hz, the maximum displacement of the un-
controlled cantilever beam end is 22.4mm, and the maximum displacement of the cantilever beam with MTNES
structure is 7.2mm (66.7 % reduction). The setup is shown on Fig. 1c. Furthermore, numerical analysis will
be used to study the influence different NES mass, magnetic force and spring stiffness on the performance of
MTNES, compared to the MBNES and TMD.
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Abstract. This study proposes various nonlinear vibration isolator designs exploiting a hybrid use of the inerter device and 

diamond-shaped linkage mechanisms. The combined use of the inerter and linkage mechanism is considered to fully exploit 

inertial properties of the former and the geometric nonlinearity of the latter for performance enhancement of vibration 

suppression. The steady state responses of the proposed isolators subjected to harmonic force excitations are obtained using 

analytical harmonic balance (HB) method, alternating frequency time HB and direct numerical integrations, with the results 

cross-checked and validated. The isolation effectiveness of the proposed isolators is evaluated using the time-averaged 

vibration energy transmission and force transmissibility as performance indices. Beneficial performance of using inerter and 

linkage mechanism in the nonlinear isolators is demonstrated, showing great potential for superior vibration attenuation. 
 

Introduction 
 

The inerter is a passive mechanical device with the property that a dynamic force across the two terminals is 

proportional to their relative accelerations [1]. Such device can be physically realized through a variety of 

designs using, for example, a ball-screw or a rack-pinion mechanism. Recent developments suggest that semi-

active and fluid based inerters can offer a range of benefits and studies have demonstrated benefits of using 

such devices in automobile shock absorbers, in civil buildings and in aircraft landing gears. Many studies, 

however, have only considered the use of inerters in linear isolators. Limited studies have been reported with 

a hybrid use of inerters and the geometric nonlinearity of linkage mechanisms for vibration isolation. Many 

studies have shown that the introduction of inerter and / or nonlinearity to a vibration suppression device can 

bring performance benefits [2-4]. For instance, a negative stiffness mechanism can be used together with a 

linear spring to achieve high-static-low-dynamic stiffness nonlinear vibration isolator, beneficial for low-

frequency vibration isolation. The current study explores the embedding of spring, damper and inerter in 

linkage mechanism for vibration suppression with enhanced performance.  
 

Results and Discussions 
 

Fig. 1(a) shows a configuration of nonlinear vibration isolator using passive spring and inerter connected in 

diamond-shaped linkage mechanisms with geometric nonlinearity. Fig. 1(b) shows that the natural frequency 

of the isolator can be reduced, suggesting an enlarged frequency range for effective isolation. The responses 

are obtained using analytical approximations and numerical integrations. Indices including force/displacement 

transmissibility and vibration energy flow variables are used to evaluate the performance of the proposed 

nonlinear isolators. Beneficial performance has been demonstrated by using the inerter devices and geometric 

nonlinearity of linkage mechanisms to achieve superior vibration suppression. 
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Figure 1: (a) Nonlinear vibration isolators and (b) variation of the linearized natural frequency. 
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Abstract. Aerospace systems can be subjected to severe thermal and vibration environments which may be the limiting
factor in the equipment’s life. A vibration protection system with adapted damping alleviates the stresses seen by the
structures, enhancing their lifetime. One option is an additional device with a relatively small mass, weak dissipation,
and nonlinearly coupled to a structure, also known as a nonlinear energy sink (NES). The main problem is the precise
adjustment of the damping to prevent detached resonance. The present study proposes a pneumatic nonlinear energy sink
which allows for tuning the damping of the NES with the aerodynamic drag. It consists of a circular metallic diaphragm
which delimits two air chambers. These chambers are connected by an orifice in the diaphragm and the high-velocity air
flowing through this orifice provides nonlinear damping. The theoretical design, experimental realisation and numerical
simulations of this pneumatic nonlinear energy sink are developed in this work.

Introduction

Various engineering fields have progressively favoured the use of a nonlinear energy sink as a vibration ab-
sorber, mainly due to their low sensitivity to the variation of the main structure properties or the external exci-
tation, contrary to classical linear tuned mass dampers (TMD) [1]. NES is designed to trigger an irreversible
energy-pumping phenomenon called targeted energy transfer (TET) from the main structure to the absorber.
This phenomenon has been widely studied theoretically and experimentally with different vibration sources. B.
Cochelin et al.[2] have studied an absorber with a diaphragm for energy pumping in acoustics which damping
is provided by the elastomeric material of the diaphragm. This assembly cannot be operated at high tempera-
tures, reducing the industrial application possibilities. NES promises excellent theoretical performance but they
have some shortcomings. The first flaw is the appearance of an undesirable regime called detached resonance,
during which the vibration of the main structure is amplified instead of being reduced. NES parameters need
to be optimised to suppress the existence of this nonlinear critical phenomenon. This phenomenon is directly
linked to the damping of the NES which is very difficult to predict and customise in structures. To overcome
this issue, we propose a new concept of a pneumatic nonlinear absorber with controlled damping illustrated in
Figure 1. It consists of two air chambers separated by a circular diaphragm with an orifice. The diaphragm
and high-velocity flow through the orifice are the key points in the design of the nonlinear elastic force and
nonlinear damping, respectively. A metallic diaphragm is chosen to operate at high temperatures. The use of
aerodynamic drag helps to determine the global damping of the absorber as the mechanical friction becomes
negligible. Analytical treatment of the governing NES equations of motion is performed through an asymptotic
approach to model the coupling between structural and fluid components analytically. This will allow the rapid
development of an optimised prototype for vibration dissipation. A numerical model is used to verify that the
asymptotic approach correctly describes the pumping phenomenon, and finally, experimental tests are used to
validate the model and identify its limits.

Figure 1: Sectional view of AirNES prototype

Results and discussion

As part of this study, it has been shown that this properly tuned NES achieves effective vibration absorption and
outperforms classical TMD. Numerical simulations involving fluid-structure interaction agree with analytical
predictions and initial experimental tests. The results will be used to theoretically design a NES which dampens
the response of a resonant system while reducing the number of needed iterations in the design process.
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Abstract. We study the Kuramoto–Sakaguchi model composed by any N identical phase oscillators symmetrically
coupled. Ranging from local (one-to-one, R = 1) to global (all-to-all, R = N/2) couplings, we derive the general
solution that describes the network dynamics next to an equilibrium. Therewith we build stability diagrams according to
N and R bringing to the light a rich scenery of attractors, repellers, saddles, and non-hyperbolic equilibriums.

Introduction

For more than forty years, the paradigmatic system of N one-dimensional coupled phase oscillators, the Ku-
ramoto model [1], has been intensively studied to understand phenomena related to synchronization in bio-
logical, chemical, and electronic networks. Despite the simplicity of the dynamics of each oscillator (θ̇ = ω)
strong efforts should be dedicated to find analytical solutions for a network of nonlinearly coupled oscillators,
due to the high dimensionality of the system. Kuramoto showed a seminal solution giving rise to the prosper
application of the mean–field theory where N → ∞ with oscillators globally coupled. In contrast, accurate
results for the finite-size Kuramoto model remains a challenge due to the great number of equations involved,
nevertheless, the dynamics is richer. While in the global coupling the full synchronization is the only stable
equilibrium, in different topologies of the Kuramoto model multistability is allowed [2]. And, sustained by
Lyapunov function argument, the system would reach an equilibrium state as t→ ∞ [3].
Multistability, basin of attractions, and traveling waves are some of fundamental phenomena directly related
with equilibriums in variants of the Kuramoto model with both attractive and repulsive phase couplings, where
the oscillators do not collapse in a single phase although they synchronize in frequency. These phenomena are
also observed in real-world networks [4, 5, 6, 7]. Such manifestations are mostly studied in the continuous
thermodynamic limit and keep not yet well understood. Exact solutions for lower number of oscillators in the
Kuramoto model are mandatory in this study but they are still a topic of investigation.

Results and discussion

In order to shed some light on those problems we study the Kuramoto–Sakaguchi (KS) model [8], a general-
ization of the Kuramoto model, explicitly for a finite number of N identical oscillators symmetrically coupled
(G = GT , in matrix representation). In opposition of traditional investigations, where the time evolution of the
network is followed by the order parameter, we obtain solutions describing precisely the individual trajectories
of each oscillator when the system is close to an equilibrium. We present several numerical studies in a great
accordance with our theoretical predictions and focus in the role of non-hyperbolic equilibria in the general
dynamic behavior. More specifically, we determine the set of eigenvalues associated to each state identifying
the complete stability scenario of hyperbolic and non-hyperbolic equilibria for a finite number N of oscillators
and calculate the bifurcation these states in the thermodynamic limit.
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Frequency-Energy Analysis of Coupled Linear Oscillator with Unsymmetrical Nonlinear 

Energy Sink 
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Abstract. The underlying nonlinear dynamical behaviour of linear oscillator (LO) attached with a nonlinear energy sink 

(NES), in which unsymmetrical coupling force is employed, is investigated here on the FEP. The nonlinear force incorporates 

purely cubic stiffness element on one side of the equilibrium position and linear restoring coupling stiffness on the other side. 

The obtained FEP of this system reveals different kinds of backbone curves. Accordingly, the FEP shows five new continuous 

backbones of 1:1 resonance between the LO and the UNES at frequency levels below the LO natural frequency. 

Introduction 

The frequency energy plot (FEP) analysis has significant impact on revealing the underlying nonlinear 

dynamical behaviour of LO-NES oscillations. The periodic motion of stiffness-based structure-NES systems 

has been extensively studied in the literature on the harmonic nonlinear normal modes (NNMs) backbone 

curves and their associated subharmonic branches [1-5]. The FEPs accompanied with the superimposed 

wavelet frequency spectrum content have been also employed to confirm the existence of different kinds of 

resonance captures between the LO and the NES oscillations. The resonance captures on the FEP backbones 

and their associated subharmonic branches have verified the rapid and passive targeted energy transfer (TET) 

from the primary system into the NES attachment [1-3]. Accordingly, the FEP analysis is generated here for 

coupled LO with unsymmetrical nonlinear energy sink (UNES). 

The LO-UNES System and the FEP 

The considered LO in Figure 1a is coupled with UNES of cubic stiffness on one side and linear stiffness on the 

other side.  The FEP of this LO-UNES system has been obtained at 1 kgM  , 0.05 kgm 
1

1 N/mk  ,

0.03 N/m
res

k  , 
3

1 N/m
nl

k  and zero damping content using the continuation method in [4,5]. The free-

response of the Hamiltonian equations of motion of the LO-UNES system is obtained at the given physical 

parameters for zero velocities and nonzero displacements via numerical simulation. Compared with the NES 

with purely cubic stiffness force in the literature, the FEP in Figure 1b of the LO-UNES system shows five 

new continuous backbones named as a, b, c, d and e at frequency levels below the LO natural frequency. 

These backbones overlap with the subharmonic branches that appear due to the cubic stiffness effect in the 

UNES. At these backbones, it is observed that the oscillation is dominated by the linear effect of the UNES 

below some energy threshold whereas it becomes dominated by the nonlinear effect above that threshold. 

Figure 1: The coupled LO with unsymmetrical NES in (a) and it’s corresponding FEP in (b) 
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Abstract. Based on the Euler-Bernoulli beam theory and the time-delay feedback control strategy, the vibration control 

equation of the tension leg of the underwater suspension tunnel under parametric excitation is established. The Galerkin 

method and linear stability analysis are used to obtain the stability boundary conditions of the control system with time delay. 

The influence of different control parameters on vibration response is analyzed through numerical simulation. The results 

show that reasonable time delay and gain values can greatly reduce the vibration response to the tension leg of the underwater 

floating tunnel and improve the structural stability. 
 

Introduction 
 

Submerged Floating Tunnel, also known as SFT, also known as Archimeders Bridge[1], is a potential traffic 

structure across long waterways and deep straits, mainly relying on the buoyancy and support system of its 

own structure to ensure that it is in a fixed position, which has its unique advantages over traditional tunnels 

and bridges, and has a wide range of application prospects. However, due to the complex marine environment, 

the vibration and stability problems of the suspended tunnel need to be solved urgently [2,3]. In recent years, 

underwater suspension tunnels and suspension tunnel tension legs have attracted a lot of attention from 

scholars[4]. In this paper, the vibration control of the suspended tunnel tension leg is studied by using the 

time-delay vibration damping technology. The tunnel pipe body is assumed to be a mass point, and the Euler-

Bernoulli beam theory is adopted, and the tension leg is assumed to be a nonlinear beam structure with a fixed 

hinge at one end and movable articulation at the other end, and the time-delay velocity feedback vibration 

control of the suspended tunnel tension leg under parameter excitation is studied. 
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Figure 1: The configurations of the controlled model and displacement deformation diagram. (a) Schematic of the SFT structure. 
(b) Simplified physical model at the cross-section. (c) Vibration control model of the Tension leg. (d) Displacement deformation 

diagram of tension leg. 
 

Results and Discussion 
 

The effect of the delay velocity feedback control on the large lateral vibration control of the submerged floating 

tunnel tension leg is analyzed by using the Euler-Bernoulli beam theory. The results show that the time delayed 

feedback control can greatly reduce the lateral vibration of the tension leg, improve the structural stability and 

reduce the fatigue damage. And by determining the stability domain, adjusting the time delay value and gain 

amount to the appropriate value, the control is set in the middle position of the tension leg, which can make 

the vibration reduction effect reach the best, and the highest suppression effect can reach more than 90%. 
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An adaptive nonlinear hybrid vibration absorber
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Abstract. Linear hybrid dampers combining passive and active control are promising devices for vibration mitigation.
In this work, we extend this concept to nonlinear vibration absorbers. A nonlinear hybrid vibration absorber is proposed,
which combine sensor, actuator, control law and nonlinear dynamics to improve the adaptability and responsiveness of
the absorber.

Introduction

Several ways have been explored to improve the classical linear tuned mass damper (TMD). The Nonlinear
Energy Sink (NES) is a well known passive absorber device based on the use of an essential nonlinearity to
get an irreversible energy transfert, also called Targeted Energy Transfert (TET) [1]. On the other hand, hybrid
vibration absorbers [2] combine passive and active control and makes use of sensors, actuators. Besides the
increase in performance, it also provides a ’fail-safe’ feature since the passive absorber still operates if the
active part is shut down. In this paper, the two approaches are combined to create a nonlinear hybrid absorber.
The active control is used to make the absorber adaptive by modifying its damping and its nonlinearity when
operating conditions are changing.

We consider an academic 2-dof system governed by the adimentionalized following equation :{
ẍ1 + ελ1ẋ1 + x1 + ελ2(ẋ1 − ẋ2) + εk2(x1 − x2) + εknl2(x1 − x2)

3 = εF sin(ωt) + εFa(x(t), ẋ(t))
ẍ2 + λ2(ẋ2 − ẋ1) + k2(x2 − x1) + knl2(x2 − x1)

3 = −Fa(x(t), ẋ(t))
(1)

where x1, x2 are the mass displacements, F the amplitude of the harmonic external force; λ1, λ2, k2, and knl2
are damping’s coefficients, linear and nonlinear coefficients respectively. ε � 1 the mass ratio. Finally, the
nonlinear feedback Fa(x(t), ẋ(t)) can take different forms : polynomial, non-polynomial. To better understand
the energy flows involved in the slow dynamics, the analysis of the system is performed with respect to the
Slow Invariant Manifold (SIM) [4].

Results and discussion

In Fig. 1, two numerical results for different active forces are compared : NES with modified singular points
(a), NES with polynomial active part (b) and temporal response comparaison for a NES with polynomial active
part (c). Active control is used to overcome the design flaws of a nonlinear vibration absorber. For example, the
nonlinearity of the absorber can be tuned in order to modify the singular points and/or the unstable zone of the
SIM, which in turn will change the activation threshold and the appearance of strongly modulated responses,
or even create additionnal ones. The robustness of the methodology will be assessed by means of a parametric
study [3]. Finally, an experimental validation will complement the proposed numerical model and serve as a
proof of concept.

b)a)

Singular points 
modification

Nonlinear
polynomial feedback

Numerical
results of b)

c)

Figure 1: a) & b) SIM : black (no control), red (with control) and transient results in blue. c) Transient comparaison of b)
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Abstract. In this study we propose a 3D structural model to perform nonlinear dynamic analyses of rigid blocks
mounted on Wire Rope Isolators. The complex hysteretic behavior of such devices is simulated by using the recently
formulated Vaiana-Rosati model since it is capable of reproducing both symmetric and asymmetric force-displacement
hysteresis loops. The dynamic of the base-isolated system under both harmonic and seismic excitation will be addressed.

Introduction

Wire Rope Isolators (WRIs) are metal devices made up of a stainless steel cable and two aluminum alloy or
steel retainer bars where the cable is embedded. They can be effectively adopted for the vibration control of
museum artifacts, hospital equipment, electrical transformers, supercomputers, and intermodal containers.
To allow for an accurate assessment of their performance when they are employed in the above-mentioned
applications, we derive the nonlinear equilibrium equations of the three dimensional (3D) structural model
shown in Figure 1a. Notably, the rigid block is mounted on a rigid plate supported by four WRIs and is located
eccentrically with respect to the center of gravity of the isolation base. To reproduce the typical asymmetric
(symmetric) hysteresis loops, as those in Figure 1b (1c), characterizing the WRIs response along their axial
direction (transverse directions), we use a recently formulated hysteresis model [1]. The 3D model can be used
to perform nonlinear dynamic analyses of the base-isolated system subjected to earthquake excitation.

3D Structural Model

The proposed 3D structural model (Figure 1a) consists of a first rigid body having mass m1 and a second rigid
body of mass m2 rigidly linked to the first one; it is assumed to have an eccentricity between the two mass
centers. Three rate-independent hysteretic elements are attached to each corner of the first rigid body in order
to simulate the hysteretic behavior of WRIs along their axial, roll and shear directions.

Vaiana-Rosati Model of Hysteresis

The vertical (horizontal) rate-independent hysteretic elements are adopted to simulate asymmetric (symmetric)
restoring force-displacement hysteresis loops. In particular, such responses are reproduced by adopting the
Vaiana-Rosati Model (VRM) since it offers a series of advantages with respect to other models available in the
literature [2, 3], such as: (i) the evaluation of the output variable in closed form, (ii) the simulation of complex
hysteresis loops, (iii) the modeling of the loading and unloading phases by employing two different sets of
parameters, (iv) the adoption of parameters having a clear theoretical and/or experimental interpretation, and
(v) a straightforward computer implementation.
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Figure 1: 3D structural model (a) and typical hysteresis loops exhibited by WRIs along their axial (b) and transverse (c) directions.
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Abstract. The inertial amplifier and negative stiffness inertial amplifier coupled nonlinear friction bearing isolators, 

such as inertial amplifier resilient friction bearing isolators (IARFBI), negative stiffness inertial amplifier resilient 

friction bearing isolators (NSIARFBI), inertial amplifier friction pendulum systems (IAFPS), and negative stiffness 

inertial amplifier friction pendulum systems (NSIAFPS) are introduced in this paper. H2 optimization method applies 

to derive the exact mathematical formulation for optimal design parameters for each nonlinear isolator. The stochastic 

linearization method applies to linearize each element of the highly nonlinear governing equations of motion of the 

dynamic systems isolated by each nonlinear isolator. The frequency-domain responses are determined analytically 

through transfer function formation. A numerical study has been performed to assess the vibration reduction capacity 

of the nonlinear isolators applying the Newmark-beta method. The vibration reduction capacities of IARFBI, 

NSIARFBI are 36.36 %, 48.48 % and IAFPS, NSIAFPS are 41.76 %, 52.94 %, superior to TRFBI and TFPS.   
Introduction 

The base isolators [1] are widely applied passive vibration control devices due to their superior vibration reduction 

capacity. Recently, inerters [2], inertial amplifiers, and negative stiffness devices [3] have been installed inside 

traditional base isolators to increase their vibration reduction capacity without affecting the static mass. However, 

the inertial amplifiers and negative stiffness inertial amplifiers are not applied to the traditional nonlinear friction 

bearing isolators, such as resilient friction bearing isolators and friction pendulum systems. A research scope has 

been identified from the existing state of the art. Hence, the negative stiffness inertial amplifier nonlinear friction 

bearing isolators are introduced in this study. Therefore, the nonlinear equations of motion of a single degree of 

freedom system (SDOF) isolated by the novel isolators are derived as  
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Results and discussion 
The differences in the dynamic responses of the SDOF systems isolated by TRFBI, IARFBI, NSIARFBI and 

IAFPS, NSIAFPS, TFPS versus time subjected to the Loma Prieta earthquake have been shown in Figure 1 (a) and 

Figure 1 (b).  

 
Figure 1: The variations of displacement responses of structures isolated by (a) TRFBI, IARFBI, NSIARFBI and (b) TFPS, 

IAFPS, NSIAFPS versus time subjected to Loma Prieta earthquake.    

Hence, the dynamic response reduction capacities of IARFBI and NSIARFBI are significantly 36.36 % and 48.48 % 

superior to TRFBI. The dynamic response reduction capacities of IAFPS and NSIAFPS are significantly 41.76 % and 

52.94 % superior to TFPS.   
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 Long-stroke hydraulic damping device and verification of its vibration characteristics 
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Abstract. This study proposes a new origami-type axially free folding hydraulic damper to improve the structural 

characteristics of the conventional cylindrical shape with a limited effective stroke relative to the overall length. Firstly, the 

basic design equations for the proposed paper-folding hydraulic damper are derived by demonstrating that the folding line 

cylinder on the sidewall always satisfies the foldable condition of the paper-folding hydraulic damper. Next, the fluid flow 

characteristics inside the origami hydraulic damper and in the flow path were analyzed; it was determined that the actual 

damping force exerted on the origami damper was proportional to the square of the velocity of motion. Equations of motion 

were developed considering the derived damping force equation, and a vibration analysis method using the Range–Kutta 

numerical analysis technique was established. A validation test system with an origami hydraulic damper in a mass-spring 

vibration system was developed, and vibration tests were performed with actual seismic waves to verify the damping 

characteristics and effectiveness of the origami hydraulic damper. 
 

Introduction 
 

Hydraulic dampers are primarily used as components for absorbing vibration and shock energy. Nevertheless, 

the majority of existing hydraulic dampers are of the metal cylinder type, wherein the actual lengths of 

extension and contraction are limited compared to the total axial length, which limits their applicability when 

the installation space is limited. New techniques are required for weight reduction by replacing metal cylinders 

with dampers made of lightweight nonmetallic materials. 

Therefore, an experimental setup, shown in Figure 1a, was developed to study the performance of an inverted 

spiral origami-type hydraulic damper. The experimental setup was composed of an origami damper, elastic 

spring, mass block, frame, fixed plate, moving plate, and oil tube. As shown in the figure, a validation test 

system was fabricated to perform practical vibration tests. 
 

Results and discussion 
 

Figure 1b shows the response displacement of the time series when shaking was measured using seismic waves. 

The solid blue line indicates the measurement results without hydraulic oil, whereas the red dotted line 

indicates the measurement results with hydraulic oil. 

The results in Figure1b indicates that the response displacement of the scenario wherein hydraulic fluid is 

included are apparently smaller than the response displacement of the scenario in which no hydraulic fluid is 

included when vibrations are applied using seismic waves. It was evident that the proposed origami hydraulic 

damper provided a dependable damping effect under complex excitation conditions and could be used as a 

vibration-damping device. 

 
 

(a) (b) 

Figure 1: (a) Origami damper device and vibration experiment system. (b) Spectral distribution of displacement. 
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Effect of wear flat length on the global dynamics of rotary drilling
Kapil Kumar and Pankaj Wahi
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Abstract. The regenerative effect developed by the variable thickness of cut in rotary drill system yields self-excited
vibrations. These vibrations are the main cause of excessive wear on the tool edge. This cause a wear flat to develop
behind the cutting edge. Interaction between the wear flat and rock surface results in a normal force and frictional torque
which can effect the overall dynamics of the drill system. We have included a wear flat in the bit-rock interaction model
and have considered a lumped parameter model with two degrees of freedom for this analysis. Numerical simulations
have been done to analyze the effect of wear flat length which shows the linear stability of the system is not affected by
the wear flat length for steady-state conditions. However, the global dynamic behavior of the drilling system varied with
the wear-flat length. Here we have studied the effect of various parameters such as coefficient of friction, wear-flat length
and damping ratio on the system dynamics.

Introduction

Rotary drilling systems are used to drill deep borewells which are used in exploration and extraction of tract
fossil fuels. It consists of a rotary table, a series of hollow pipes (drill-string), a drill collar, and a drill bit.
Self-excited vibrations resulting from the regenerative forces are often manifested as bit-bounce and stick-slip
vibrations. Gupta and Wahi [1, 2, 3] have studied the effect of various parameters on the stability of the system
assuming a sharp edge cutter. A linear stability analysis has been studied by Zhang and Detournay [4] wherein
they consider a multi-dimensional model with a wear flat length. However, the global dynamics of drill systems
with worn tools have not been studied yet to the best of our knowledge. This model incorporated the various
case of normal reaction force acting on the cutter. A simplified rotary drill system with two degrees of freedom
is considered; one is in the axial and the other in the torsional direction. The forces and torque between the tool
and the rock surface can be considered as reported in [5]. When the normal reaction force is fully mobilized
with the surface, the equation of motion in the non-dimensional form of the lumped parameter model is

ẍ(τ) + 2ζβẋ(τ) + β2x(τ) =

nψδ0 − nψδ(τ)H(ω0 + θ̇(τ))H(δ(τ)) + Λ1l (1−H(v0 + ẋ(τ))H(δ(τ))) ,

θ̈(τ) + 2κθ̇(τ) + θ(τ) =

nδ0 − nδ(τ)H(ω0 + θ̇(τ))H(δ(τ)) + Λ2l
(
1−H(v0 + ẋ(τ))H(δ(τ))sgn(ω0 + θ̇(τ))

)
,

(1)

where n is the number of cutters, β is the ratio of axial and torsional frequency, ζ and κ are the axial and
torsional damping coefficient, δ0 is the steady thickness of cut, ω0 is the non-dimensional angular velocity of
the rotary table, τ is the non-dimensional time scale, l is the non-dimensional wear flat length, Λ1 and Λ2 are
non-dimensional constants. The instantaneous thickness of the cut is modelled as reported in [1] where the
cut surface function L is defined between two simultaneous cutters. The function L is governed by the partial
differential equation (PDE) reported in [1] with the apporpriate boundary condition. These coupled ODE and
PDE can be converted into a finite set of first-order system of ODEs with a reduced Galerkin approximation
method. Now we have done the numerical analysis to study the effect of parameters on the system.

Results and discussion

We have first considered that the normal reaction force is fully mobilized, i.e., the normal reaction at the wear
flat is constant irrespective of the depth of cut and the numerical simulation has been done. It is found that the
linear stability analysis of the steady drilling state has not been affected due to the wear-flat on cutters in the
non-dimensional parameter space. However, the fully mobilized assumption leads to chattering phenomenon at
the inception of the bit-bounce vibrations, i.e., when the cutter is about to leave the rock surface (ẋ + v ≤ 0).
Hence, we have incorporated the case when the normal reaction force is linearly varied with the depth of cut
before the reaction force is fully mobilized. This leads to a gradual reduction in the normal force when contact
is about to be lost and suppresses the chattering behavior. Details of these will be presented at the conference.
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Abstract. In this study, an acoustic mode of a tube is controlled by a digitally created Nonlinear Electroacoustic
Absorber (NEA) at low excitation levels, where the nonlinear threshold is usually not reached in the field of acoustics
with passive nonlinear energy sink. A comparison is carried out between a linear Electroacoustic Absorber, similar to a
Tuned Mass Damper (TMD) in mechanics, and a digital NEA. The innovative method for creating a NEA lies on Real
Time Integration of the dynamics of the device. It allows to choose any behavior of the system by digitally programming
the corresponding targeted dynamics. Here, a loudpspeaker Impedance Control law with a cubic stiffness is considered,
as this system is well known in mechanics and provides nonlinear phenomena that are highlighted at low and moderate
excitation levels in our study.

Introduction

In the field of acoustics, one can observe nonlinear phenomena when the amplitudes of motion and pressure
reached a certain threshold. Nonlinear passives absorbers are usually activated at high amplitudes. Bellet et
al. [1] have implemented a visco-elastic membrane behaving as a pure cubic stiffness oscillator above 143 dB
Sound Pressure Level (SPL), to control an acoustic mode. Gourdon et al. [4] have implemented a Helmholtz
resonator, similar to a TMD in mechanics, in its nonlinear regime and therefore have succeeded to create a
nonlinear oscillator above 138 dB SPL. More recently, Guo et al. [3] placed a microphone in the back cavity
of a loudspeaker, allowing to add a nonlinear current proportional to the cubic law of the displacement of the
membrane to the linear current, modifying the classic Impedance Control around 100 dB. The aim of our study
is to create a NEA composed of microphones collocated to a loudspeaker, and monitored by a processor. This
processor calculates the current to inject into the loudspeaker coil based on the sensed pressure at each time
step to implement any previously digitally defined nonlinear behavior. The first simulations have been realized
by De Bono [2]. This innovative method to implement a NEA lies on the evaluation of a target dynamic of
the loudspeaker to achieve a desired behavior. The process is based on measured pressure at each time step.
Impedance Control is electro-active, but acoustically passive, unlike Active Noise Control, and therefore has to
be distinguished. As a result, Impedance Control leads to a low energy consumption, as the electrical current
needed is low. In the study, an acoustic mode created with a reduced section of a tube is weakly coupled to the
NEA using a coupling box.

Figure 1: Obtained experimental results in the form of pressure and current for sweeping frequency excitation

Results and discussion

This study highlights the creation of a NEA at low excitation amplitudes. As a result the two peaks usually
obtained with a TMD vanish with the NEA. A jump phenomenon in the pressure inside the tube can be seen as
the electrical current of the NEA jumps, exposing an unstable zone that can be easily predicted by both analyt-
ical and experimental results in the case of a Two Degree Of Freedom system containing a duffing oscillator. A
nonlinear behavior of the oscillator is shown.
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Abstract. This article proposes mathematical modeling and a simplifying control approach for the nonlinear vibrations
of lossless transmission lines. One extremity of the transmission line is under a nonlinear external force while the control
force is applied on the other extremity. The model is formulated in terms of Neutral-type Delay Differential Equations
(NDDEs). These equations are derived directly by applying D’Alembert’s method to the Partial Differential Equation
(PDE) governing the lossless transmission line. An approach is developed to simplify the control problem to a simple
Retarded Delay Differential Equation (RDDE) with input delay rather than an NDDE. It is shown that a sufficient condition
for the NDDE to be stabilized is the existence of a control input which stabilizes the simplified RDDE in the sense of
input-to-state stability.

Introduction

In general, a transmission line is a specialized cable or other structure designed to conduct a signal. In elec-
trical engineering, the conducted signal is electromagnetic waves, while in mechanical engineering, it may be
mechanical waves such as elastic waves. The governing equation representing a lossless transmission line is
given by the following PDE:

∂2f

∂t2
(x, t) = c2

∂2f

∂x2
(x, t), (1)

where f(x, t) is a functon of the variables x and t and c is a constant. The wave equation (1) can be solved by
using d’Alembert methods through introducing Riemann variables [1], which ultimately transforms the PDE
in (1) to an NDDE. Such mathematical modelling appears in many practical engineering applications such
as coaxial cable, chemical engineering reactor applications, ship stabilization, large-scale integration systems,
and drilling systems [2]. Generally, three kinds of delays are involved in such NDDE systems, i.e., (i) the state
delays, (ii) the delays in the argument of state derivatives (neutral-type delays), and (iii) the input delays. In
recent years, there has been a great deal of focus on the control issue of nonlinear systems with input delay [3].
On the other hand, there is no similar study on the control issue of nonlinear neutral-type time delay systems
with input delays. In this paper, the control problem of the nonlinear vibrations of a lossless transmission line
is addressed. The equations of motion are formulated in terms of NDDEs with constant neutral-type and input
delays. For a general case (the general nonlinear load), it is shown that designing a controller for such neutral-
type delay dynamics is equivalent to stabilizing a more straightforward dynamics without neutral-type delay
terms. In the presense of neutral-type delay terms, there exist vertical eigenvalue asymptotes in the system
spectrum, which cannot be changed by any feedback control law. This is the main reason that makes the
control design challenging for NDDEs. The proposed approach makes the control design simpler by providing
a condition to design a controller for an alternative dynamics (rather than the NDDEs) without neutral-type
delay terms, and consequently, in the absence of the vertical eigenvalue asymptotes.

Results and discussion

A novel control approach is presented to simplify the control problem of nonlinear vibrations of a lossless
transmission line, formulated in terms of NDDEs. It is shown that by introducing an input transformation, the
control problem of the NDDEs is simplified to an alternative control problem for a system without neutral-type
delay terms. Indeed, it is proved that showing the input-to-state stability of the simplified system guarantees
the asymptotic stability of the original NTD. The proposed approach is applied to a drill-string as a practical
example of transmission lines and the stability is obtained by designing a controller for the simplified system.
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Abstract 
The problem of large displacements in isolated structures can cause undesirable effects, such as damage to isolation 
systems or increases in superstructure accelerations. In order to limit these undesirable effects, the authors propose 
a new integrated design methodology of vibro-impact isolation systems that aims to control large displacements 
while limiting the increase in accelerations due to the impact phenomenon. Therefore, this paper shows numerical 
results obtained on single-degree-of-freedom systems isolated at the base subjected to seismic excitations and 
constrained by two deformable and dissipative devices. 

Introduction 
Seismic isolation is a widely used passive control methodology for mitigating the dynamic response of 
structures. However, significant seismic actions can induce considerable displacements in these structures, 
which in turn can cause damage to the isolation system or impacts against adjacent structures in the case that 
the seismic gap is insufficient [1]. Vibration-impacted isolation systems (V-IIS) have been studied by the 
authors through the definition of a single-degree-of-freedom system isolated at the base, whose displacements 
are limited by deformable and dissipative devices, called bumpers [2-4]. There are three parameters that define 
V-IIS: the initial seismic gap, the stiffness and the damping of the bumper. In order to mitigate the detrimental 
effects of large displacements, an optimal design methodology for base action of harmonic type was defined, 
which produced an optimality relation and an optimal curve, minimizing the maximum accelerations due to 
impacts. The optimality relation and the optimal curve reduce the design of V-IISs to the initial seismic gap 
parameter only. The objective of this paper is to apply the proposed methodology in the case of harmonic 
action for the optimal design of the parameters that characterize V-IISs subjected to seismic actions. 

Results and discussion 
The numerical response of V-IIS subjected to known seismic actions was studied. The results shown in Figures 
1a, 1b and 1c refer to the Irpinia earthquake. Figures 1a and 1b represent, respectively, the maximum relative 
displacement and maximum absolute acceleration of the system, appropriately normalized, as a function of its 
natural period and for different initial seismic gaps. In the zone between 1.5 sec and 4 sec, of interest for 
isolation, there are greater reductions in displacement, compared with the no-impact (FF) case, as the initial 
gap decreases; from the acceleration point of view, slight increases are obtained for the various gaps 
investigated except for the null gap case, which even reports reductions, again compared with the FF case. 
Finally, Figure 1c shows a force-displacement cycle for a particular case. This graph well summarizes the 
strong displacement reduction and good control of the total system force, compared to the FF case, obtained 
by the proposed V-IIS optimal design methodology. 

Figure 1: (a) the maximum normalized displacement (ηd) and (b) the maximum normalized acceleration (ηa) of the system as a 
function of its natural period (Tn), for different initial seismic gap (δ0); (c) the force-displacement cycle. 
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Abstract. The electroacoustic resonator is an efficient electro-active device for noise attenuation in enclosed cavities or
acoustic waveguides. It is made of a loudspeaker (the actuator) and one or more collocated microphones (the sensors).
By driving the electrical current in the speaker coil it is possible to target a desired acoustic impedance on the speaker
diaphragm. A novel technique has been recently implemented which allows to target nonlinear operators at low excitation
levels. In this contribution, we first expose the concept of such nonlinear control along with its numerical and experimental
validation. Then, in the perspective of wave propagation control in an acoustic waveguide, such nonlinear resonator has
been analysed in the grazing incidence problem, typical of acoustic liners.

Introduction

In acoustics, the potentialities of nonlinear sound absorption has been explored for designing Helmholtz res-
onators in the nonlinear regime, or in [2], where Targeted-Energy-Transfer (TET) was achieved from a linear
acoustic cavity to a weakly-coupled thin visco-elastic membrane which behaves as a Duffing resonator. As
the linear ones, passive nonlinear absorbers are not easily tunable for targeting different bandwidths. More-
over, they usually need high-energy threshold in order to trigger the nonlinear behaviour. An electro-active
nonlinear absorber might overcome these limitations, by transforming the mechano-acoustical dynamics of the
loudspeaker from linear to nonlinear, while keeping the same external excitation levels. Here, we expose the
model-inversion control problem to transform the acoustical response of the electroacoustic resonator (ER)
from LTI to potentially any causal locally-reacting response (nonlinear and/or time-variant). In this contri-
bution, the control algorithm is implemented to achieve a Duffing target acoustical dynamics, with tunable
parameters. Then, the nonlinear ER is studied in a grazing-incidence configuration, in order to exploit its
potentialities for special scattering phenomena (including solitons) in acoustic waveguides.

Results and discussion
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Figure 1: Time histories of pressure p(t), electrical current
i(t), target and measured velocities (u̇d and u̇(t) respec-
tively) on the speaker diaphragm. An external sound source
emitting a pure sine at 700 Hz, is activated after t = 3 sec-
onds.

In Figure 1, the nonlinearly controlled ER is tested
against an external sound source emitting a pure sine
at 700 Hz, in a quasi-open field environment. The
external sound source is activated after t = 3 sec-
onds to assess the control performance also in the tran-
sient regime. The time-history of the measured ve-
locity u̇(t) (solid blue) is compared with the target
velocity u̇d(t) in dashed red. Observe that the ac-
tual velocity follows the target one with slight dif-
ference due to model uncertainties and time delay
in the digital control algorithm. Once the nonli-
nar control is validated in open-field, it can be anal-
ysed for modal attenuation in acoustic cavities or in
terms of its scattering performances in acoustic waveg-
uides. The latter is the application studied in this
contribution, opening the doors toward the design
of tunable nonlinear liners at classical excitation lev-
els.
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Abstract. We present a theoretical and experimental analysis of a new nonlinear piezoelectric shunt absorber designed
to attenuate the vibration of an elastic structure under external excitation. This absorber is formed by connecting the elas-
tic structure via a piezoelectric patch to an electrical shunt circuit consisting of a resonant shunt combined in series with
a nonlinear voltage component, that includes a quadratic and a cubic components, and with its natural frequency tuned to
half that of the target mechanical mode. As a consequence, a two to one internal resonance occurs, generating a strong
coupling between the mechanical mode and the electrical mode that leads to the creation of a nonlinear antiresonance
that replaces the mechanical resonance of the elastic structure. The antiresonance amplitude is also subjected to a satu-
ration, thus becoming independant of the input amplitude and giving this absorber an advantage over the standard linear
absorbers. The presentation will describe the shunt circuit and its optimization, its main quadratic voltage component,
and the use of the normal form theory to adjust the value of the cubic component, necessary to improve the performance
of the absorber.

Elastic structure

Q̇

Q V

Ext. forcing
u(t)

R

Nonlinear shunt

Piezoelectric patch

L

Vnl = βqV 2 + βcV 3

Figure 1: (left) elastic structure coupled to the shunt circuit; (right) Resonance curve of the elastic structure around the target resonance;
(black curves): response without the shunt circuit; (green curves): response with the quadratic shunt; (purple curves): response with
quadratic and cubic shunt.

We consider an arbitrary elastic structure subjected to an external excitation and connected to a nonlinear shunt
circuit via a piezoelectric patch (PE Patch) as shown in Fig. 1. The inductance L in the shunt circuit, together
with the capacitance C of the PE patch, create an electrical resonator that is tuned at half a target resonance:
ωe = 1/

√
LC ' ωm, where ωe and ωm are the natural frequencies of the electrical resonator and the elastic

structure. Then, the voltage source Vnl = βqV
2 + βcV

3 (with V the voltage across the terminals of the PE
patch and βq, βc ∈ R two gains) creates quadratic and cubic nonlinear terms, in order to activate a 2:1 internal
resonance between the elastic mode at ωm and the electrical mode at ωe. In practice, a semi-passive circuit
made of operational amplifiers is used [1, 3].
A two degree of freedom model of the system in Fig. 1 can be written and solved either by numerical contin-
uation methods and analytical perturbation methods. This enable to first show that the figure of merit of the
system is the term ξe/(κβq) where ξe is the damping ratio of the electrical circuit and κ the piezoelectric cou-
pling factor: thus, increasing the gain βq improves the performances and can also counterbalance, in a certain
extent, a high ξe and a low k [2]. However, it can also be shown that a quadratic only shunt (i.e. with βc = 0)
creates the 2:1 internal resonance (which is the desired goal) but also creates some nonresonant terms in the
system with a high value, that leads to a detuning of the shunt dependent of the amplitude. Then, properly using
the normal form theory and a second order multiple scale analysis, one can compute the nonlinear mode of the
coupled system (the backbone curves) and use them to show that the cubic term can be tuned, by adjusting βc
such that βc = 10β2q/9, so as to cancel the effect of the unwanted nonresonant terms and keep the tuning and
the saturation phenomenon at high levels of input [4].
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Abstract. Electromagnetic mechanisms are being increasingly used in vibration control and energy harvesting applications 

due to their controllability and frictionless operation. They can provide negative stiffness to reduce the total dynamic stiffness 

of the vibrating system and are thus beneficial for low-frequency vibration control. Damping can be generated in an 

electromagnetic mechanism by eddy currents or by using shunt circuits. In this study, an electromagnetic system including 

three static coils, a moving magnet, and a conducting chamber is considered. First, the negative stiffness of the system is 

measured with quasi-static tests. In the next step, the behaviour of the system at higher frequencies is studied experimentally 

and the effects of electromagnetic-induced damping on the total magnetic force are evaluated.  Findings are compared with 

numerical/analytical results, and a general design of a dual-purpose vibration control mechanism is proposed. 

Introduction 

Quasi-zero stiffness (QZS) vibration isolators are a class of nonlinear vibration isolators that take advantage 

of negative stiffness elements. Electromagnetic elements are a common solution to achieve negative stiffness; 

hence, different electromagnetic QZS isolator designs and configurations can be found in the literature. 

Furthermore, electromagnetic elements can provide dissipative forces to reduce mechanical vibrations by eddy 

current damping or electromagnetic shunt damping [1]. 

This paper concerns the effects of electromagnetic damping in vibration isolators, behaviour that relatively 

few papers have concerned, e.g. [2,3]. First, a numerical model is developed that considers the negative 

stiffness, eddy current damping and electromagnetic shunt damping generated by interacting coils and 

permanent magnets in different configurations. Numerical results are validated by comparison with 

experimental quasi-static and dynamic measurements. 

Results and discussion 

Various configurations are considered. It is seen that using coils in attractive-repulsive mode provides a 

negative stiffness region with tuneable width and magnitude which are functions of the electromagnetic and 

physical parameters. On the other hand, magnetic damping is frequency dependent and becomes greater at 

higher frequencies. An example is shown in Fig. 1. 

With appropriate values for input current to coils, conductor dimensions and shunt circuit, we can achieve the 

desired negative stiffness and damping at the working conditions. Therefore, depending on the application, 

vibration magnitude and frequency, the proposed design can be used as an isolator, as an electromagnetic 

damper, or as a dual-function vibration isolator-damper. These findings provide a benchmark for designing a 

tuneable dual-function vibration control mechanism. 

Figure 1: (a) Negative stiffness force, (b) eddy-current damping force, and (c) total magnetic force versus displacement at 10 Hz for 

three coils and a magnet with the attractive-repulsive arrangement. 
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Abstract. Resonant microsensors have received much attention from researchers because of their low cost, small size,
and high sensitivity. Martini et al. proposed a structure for simultaneously measuring the mass of multiple substances.
Because of the effect of environmental viscosity, the method based on the frequency response curve under external ex-
citation cannot be used. We propose a method using self-excitation to overcome this difficulty. The feasibility of our
proposed method is experimentally verified by using a macro-scale apparatus.

Introduction

Resonant microsensors are widely used to measure the mass of chemical or biological particles because of
their low cost, small size, and high sensitivity. In previous researches, resonant microsensors typically consist
of a single microcantilever with a functionalized surface. When the target analytes bond to the surface, the
mass can be known by observing the resonance frequency shifts of the microcantilever. To measure the mass of
multiple substances simultaneously, Martini et al.[1] have proposed a new structure using a shuttle mass coupled
with microcantilevers. Under the external excitation to the shuttle mass, the shifts of resonance frequencies of
the microcantilevers can be detected from the variations of peaks of the frequency response curve, which is
obtained by sensing the displacement of the shuttle mass. However, in high viscous environments, because the
peaks are ambiguous[2], the method based on external excitation is not applicable. Based on the characteristics
of self-excited vibration, we consider compensating for the viscous damping effect by actuating the shuttle
mass based on the feedback control. The feasibility of our proposed method is experimentally verified from the
experiments using a macro-scale experimental apparatus.
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Figure 1: Schematic of the proposed method Figure 2: FFT spectrum results when the mass is on cantilever1

Results and discussion

The schematic of our proposed method is shown in Figure 1. Additional masses can be fixed at the front
of cantilevers 1 and 2 coupled with a shuttle mass. In order to produce the self-excited oscillation, the sensor
measures the displacement signal of the shuttle mass. Moreover, the linear and nonlinear feedback is established
by using this signal. The klin and knon represent the linear and nonlinear feedback coefficients, respectively.
Their functions are compensating for the viscous damping effect in environments and obtaining a steady-state
amplitude. A band-pass filter is used to change the self-excited vibration mode and prevents the influence of
the phase difference on the experiments. The output signal from the band-pass filter is finally transferred into a
linear motor which provides the excitation force to the shuttle mass.
In two sets of preliminary experiments under the self-excited vibration conditions of the shuttle mass, some ad-
ditional mass is fixed to cantilever 1 or 2, respectively. In Figure 2, the FFT(Fast Fourier Transform) spectrum
results indicate that only the resonance peak corresponding to the cantilever with additional mass is signifi-
cantly shifted. As the magnitude of additional mass increases, the resonance peak shifts become larger. Then
the relationship between the self-excited oscillation frequency and the magnitude of additional mass is experi-
mentally examined. As a result, it can be summarized that under self-excited vibration conditions of the shuttle
mass, the cantilever on which the mass is fixed (cantilever 1 or cantilever 2) and the magnitude of additional
mass can be known simultaneously from the vibration mode and the corresponding response frequency shifts.
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Evaluating the Shape of a Nonlinear Deformed PVDF Wearable Pressure Sensors by 

Analyzing the Acoustic Travelling Wave Speed 
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Abstract. Rolling, folding, and stretching a pressure sensor can change the initial geometry during its performance. This 

deformation can be nonlinear but is measurable by acoustic methods. For example, the form of a flexible piezoelectric strip 

can considerably affect the time of flight (ToF) of an acoustic wave traveling alongside a strip. Different ToFs can describe 

the effect of curvature in the flexible strips, which can predict the geometrical shape of the strips performing as a flexible 

actuator or sensor. 

Introduction 

Utilizing flexible piezoelectric pressure sensors has been extensively studied in recent papers. The importance 

of their application in blood vessels [1, 2], cardiovascular monitoring [3], and biomedical [4] are discussed in 

many types of research. The shape of a flexible piezoelectric sensor can change due to its performance due to 

the movement of the parts when they bend, turn, stretch, or roll; thus, the stretchable strips should form and 

return their original shape during a periodic performance. The effect of the stretches on the final body of the 

strip is not linear but can be practical on the ToF; consequently, how the geometry has been shaped based on 

the final measured data is the main idea of this paper. The thickness and depth of the strip are assumed to be 

constant; thus, the cross-section area is also constant during a vessel's deformation. This sectional area deforms 

like an ellipse where the area does not change during the deformation. 

Results and Discussion 
The 2D model geometry is created for numerical simulation. The material is Polyvinylidene Fluoride (PVDF) 

which is anisotropic and has different mechanical characteristics based on the coordinate orientation. The strip 

thickness is 0.2 mm, and a 2D geometry in COMSOL is utilized. "Elastic Wave" and "Time Explicit" modules 

are chosen for the simulation. For simplicity, we used the source signal as a bulk acoustic wave. Figure 1 

displays the method used to measure the ToF in different cross-sectional areas. In different values of the 

diameters ("a" in Figure 1), the ToF changes due to the effect of curvature. The trendline is a second-order 

polynomial with a correlation factor R2=0.9988. Thus, when the ellipse's minimum diameter grows and gets 

closer to a circular shape (a=10 mm), the ToF of the curvature is at the maximum. Thus, the ratio of the ToF 

of curvature can identify the magnitude of the load on a circular flexible piezoelectric layer around a vessel. 

The same procedure is practical for other shapes and parameters with different anisotropic materials. The effect 

of the curvature in ToF can be measured effectively; thus, this idea introduces a new generation of pressure 

sensors. The following parts of the paper will discuss the experimental prototypes and their results consistent 

with the final numerical data. 
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Figure 1. The results show that the effect of the curvature can be measured by ToF 
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Abstract. The acoustic sensing capability of a non-woven textile made of piezoelectric nanofibers electrospun on a 3D-

printed cellular structure, is investigated in this paper. The non-woven textile is made of a complex aggregation of piezoelectric 

nanofibers that form a porous material. The electro-mechanical response of the textile once exposed to a sound source, is 

monitored through metallic electrodes that, in a sandwich configuration, let the non-woven textile be directly exposed to sound. 

The functionality of this unique acoustic sensor was then validated by comparing the sensors response and the response of a 

commercial microphone when subjected to a 3-minute sweep sound from 10Hz to 10KHz, being the sound source placed at 

3cm. The preliminary results confirmed the capability of this textile to greatly monitor acoustic waves with highest 

performance between 600 and 900 Hz. Such a frequency range makes these devices interesting to be used for micro-damage 

detection via ultra-light acoustic monitoring. 

Introduction 
 

Structural health monitoring systems (SHM) represent a promising solution to deliver structures that can 
function for an extended lifetime while improving their performance and reliability.  Several are the works in 

the literature showing the capability of piezoelectric sensor/actuator arrays mounted or embedded in structures 

for structural health monitoring. Despite the extended work in the literature to minimize the impact of such 
systems in a hosting material or structure [1], there are still challenges to be solved with respect to the material 

integrity and networks complexity. Recent trends are looking into the development of non-contact approaches, 

to assess structural integrity. Among those, acoustic waves have been proposed in the literature taking 

advantage of the fact that such waves are released by a material when damaged [2]. Acoustic monitoring 
instead is not as established as the PZT technology. The few studies in the literature show the conceptual 

feasibility in using acoustic waves for structural monitoring with the support of external and large-in-scale 

microphones. Despite the interesting outcomes of these initial studies, the major limitation is obviously related 
to the complexity in coupling and isolating such microphones to a structure or material. For this reason, this 

approach has not been widely explored so far. A great potential to overcome the major limitations in sound 

monitoring for structural damage, can be found in the usage of novel multifunctional nanostructured materials 

which could be directly coupled with the structure. With this in mindIn this paper an acoustic sensor made of 
a piezoelectric fiber mat electrospun directly on a 3D-printed cellular structure is explored and characterized 

in its frequency response. 
 

 
 

Figure 1: (Left) Electrospun micro-fiber mat; (Center) Suspended hybrid device; (Right) Voltage vs. Time and Spectrogram.  
 

Hybrid cell design and results 

A hybrid acoustic sensing device made of a piezoelectric non-woven textile fabricated directly on a 3D-printed, 

flexible, cell structure, is presented in this paper. This material is fabricated by electrospinning a piezoelectric 

polymer in the form of nano/microfibers assembled in a random configuration, giving rise to an ultra-light and 

mechanically flexible porous mat. The electromechanical response of such a mat, when it is exposed to an 
acoustic wave, is recorded with the support of an oscilloscope. The response of the mat is superior with respect 

to a commercial microphone because it allows the detection of a pure signal, is lighter, more flexible in its 

installation and its response frequency can be fine-tuned with that desired for a specific application. Such 
characteristics make it ideal for the implementation of an unconventional and indeed non-contact monitoring 

device, as, for instance, for micro-damage detection. 

 

References 
[1] Guo, Z. G., Kim, K., Salowitz, S., Lanzara, G., Wang, Y., Peumans, P., Chan, F.-K. (2017) Functionalization of stretchable networks 

with sensors and switches for composite materials, Structural Health Monitoring, 17, 3. 

[2] Wevers. M., Listening the sound of materials: acoustic emission for the analysis of material behavior . NDT & International, 30, 

2: 99-106 (1997). 
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Composite Micro-Spheres 
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Abstract. In this paper, a stimuli-responsive silicone filament embedded with a composite micro-sphere of alginate and 

magnetite is produced and then studied in terms of modal and damping response under the influence of a magnetic field. 

The interaction of the filament with the magnetic field results in a shift of the resonance frequency and a decrease in the 

damping ratio especially under the application of increasing loads. The latter behavior is observed to oppose that of the 

unexposed filament. 

Introduction 

In the past two decades, there has been a growing interest in the use of smart materials or stimuli-responsive 

materials in high-tech industries and material science technology. These are a new generation of materials that 

can be controlled and/or act in a predicted manner.[1] These stimuli-responsive polymers can rapidly change 
their configuration, dimension, or physical properties with small changes in the appropriate stimuli such as 

heat, pH, electricity, light, moisture/water, magnetic field, etc. One of the remarkable advantages of this new-

generation of materials is their capability to be actuated remotely when exposed to external triggering sources. 

The use of magnetic fields seems to be promising since it allows accurate control of the deformation modes. 
It has also been proven to be safe and effective, especially in terms of response time. Magnetic actuation has 

the potential to lead to very fast response times and is very versatile in terms of the external magnetic field.  

Stimuli-responsive materials with external magnetic properties can be achieved with a composition of particles 
of iron oxide, for example. Composites of polymers containing iron oxide were studied, using polymers such 

as poly(carbonate urethane) (PCU), poly (vinyl chloride) (PVC), PDMS[2], alginate[3], etc. 

Alginate is a biopolymer that can be found in the cell of brown algae. It is composed of two residues, a 1,4-

linked β-D-Mannuronic acid (M) and 1,4-linked α-L-guluronic acid (G). Alginate properties can be defined 
with the variation of these sugar residue ratios. Alginate is biocompatible, biodegradable, and easily available. 

For this reason, is widely used in tissue engineering, drug delivery, wound dressing, food additives, and cell 

encapsulation. The formation of microspheres of alginate is created by the fast crosslinking of alginate with 
CaCl2. The microspheres can be prepared depending on the application that is intended.  

Figure 1: From left to right: Microscope image of a magnetic sphere embedded in a silicone string. Pictures of the filament with and 
without its exposure to a magnetic field. Time-domain response of the filament with and without the field, acquired with the laser. 

Magnetic filament design and results 

In this work, a stimuli-responsive material, composed of silicone with embedded alginate micro-spheres with 

immobilized iron oxide particles, is investigated.  The composite is shaped as a filament and its response in 

terms of frequency and damping ratio is investigated using a laser vibrometer with and without the addition of 
increasing loads.  It is demonstrated that such spheres allow for modification of the filament performance in 

terms of frequency and damping response when exposed to a magnetic field. In particular, a higher damping 

factor and a lower resonance frequency are recorded when a magnetic field is applied. Most importantly the 
study highlights the possibility to fine-tune the material design to reach the desired dynamic response (vibration 

and damping).  
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Abstract. Parallel manipulators may become more energy efficient by reducing their components’ inertia. Neverthe-
less, this reduction might yield vibrations requiring novel joint and task space control strategies. While the former may
involve precise models, the latter can be accomplished by adequate computation vision schemes, which impose critical
challenges. This work compares two feedback control approaches composed of two control loops. One of these loops is
a position-based visual servo that controls rigid-body motion. We implemented the second loop using: (1) a model-based
LQG strategy and (2) a model-free strain-based approach. Compared with the position-based visual servo scheme, both
strategies attenuate the vibrations and reduce the overshoot response.

Introduction

Designers can improve the parallel manipulators (PMs)’ energy efficiency by reducing their moving compo-
nents’ inertia [1]. However, this reduction might yield undesired vibrations due to the components’ flexibility,
requiring more complex modeling and control strategies.
The literature on modeling and controlling PMs with rigid links is vast. On the other hand, the literature on
modeling and controlling PMs with flexible links is scarce, as stated by [2]. Regarding flexible manipulators, the
vast majority of the works investigate flexible multi-link serial manipulators. However, controlling the parallel
machines may be complex due to their coupled and non-linear dynamics. Moreover, a direct measurement of
the manipulator’s end-effector pose (position and orientation) may require vision-based measuring techniques.
We attenuate the vibration of a parallel planar manipulator with flexible links depicted in Fig. 1(a). This figure
shows a 3PRRR with flexible links, which is a kinematic redundant PM since there are two active joints in each
kinematic chain. Nevertheless, the prismatic joints are blocked, yielding the non-redundant 3RRR. In this field,
R, S, and P stand for revolute, spherical, and prismatic joints. The underlined letters represent the active joints
(Motor 1, Motor 2, and Motor 3), while the others are passive.
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Figure 1: (a) 3RRR with flexible links, (b) Model-free strain-based feedback control strategy, and (c) Model-based LQG control strategy

Results and Discussion

This work compares two feedback control approaches composed of two control loops as illustrated in Fig. 1(b)
and (c). One of these loops is a position-based visual servo that controls rigid-body motion (CAMERA Loop).
We implemented the second loop using: (1) a model-free strain-based approach (Strain Loop in Fig. 1(b)),
and (2) a model-based LQG strategy (LQG Loop in Fig. 1(c)). The model-free strategy requires the use of
dedicated instrumentation. In this work, strain gauges measure the deformation of the flexible links. On the
other hand, the model-based approach requires a suitable model for deriving the LQG gains. In this work, a
reduced model is derived from a multibody finite element model. Compared with the position-based visual
servo scheme, both strategies attenuate the vibrations and reduce the overshoot response by 50%.
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Abstract. We propose the new speed and optimal current vector control schemes for synchronous reluctance motors
(SynRMs) to achieve fast dynamic response and high efficiency using the super-twisting sliding mode control (STSMC) al-
gorithm and the accelerated gradient descent method (AGDM). Through the experimental testing using the 500W SynRM
control system, the proposed STSMC-AGDM scheme shows the better speed control performance and motor efficiency,
compared with the conventional proportional-integrator (PI) control with/without AGDM, and STSMC without AGDM.

Introduction

Synchronous reluctance motors (SynRMs) have received a considerable attention in various engineering appli-
cations due to its high efficiency, low cost, and fault-tolerant capabilities, compared to other types of motors
such as induction motors and PMSMs [1]. The general SynRM control system (see Figure 1) requires the de-
sign of speed controller, current vector control algorithm, and current controller. Specifically, the magnitude of
current is obtained from the speed controller. Subsequently, the current phase angle is determined by the current
vector control algorithm. Based on the magnitude and phase angle of current, the command of dq-axis current
is computed. Thereafter, the dq-axis voltage command is obtained using the current controller. The three-phase
voltage is applied to SynRM using the voltage source inverter by space vector pulse width modulation. We
propose the new speed and optimal current vector control schemes for SynRMs for fast dynamic response and
high efficiency using the super-twisting sliding mode control (STSMC) algorithm and the accelerated gradient
descent method (AGDM). In current control, PI and first-order SMC are widely used. However, a satisfactory
control performance may not be guaranteed due to the presence of nonlinearities, chattering by discontinuity of
SMC, and disturbances. To resolve these issues, we propose STSMC, which is continuous and achieves a fast
dynamic response under disturbances. For current vector control, there are various approaches such as MTPA,
FW, MTPV, MPFC, and MEC, which however may not be reliable when the motor parameters have high non-
linear characteristics due to the magnetic saturation [2]. The approach of using Lookup Tables (LUTs) based on
FEA has been used widely to cope with such nonlinearities [3]. We apply the AGDM to improve searching the
optimal current vector in LUTs. The proposed STSMC-AGDM is implemented in the 500W SynRM system
(see Figure 1), where the experiment results show the better speed control performance and motor efficiency,
compared with the conventional PI control with/without AGDM, and STSMC without AGDM.

Figure 1: Block diagram, experiment setup, and experiment result of the proposed STSMC-AGDM based SynRM Control System.

Results and Discussion

Figure 1 shows the proposed STSMC-AGDM based SynRM control system, where STSMC is used for speed
control and AGDM is applied to optimal current vector control in LUTs. The other blocks in Figure 1, including
dq-axis current, PI current controller, limiters, coordinate transformation, ADCs, voltage source inverter, and
sensors, are also implmented. The main features of the proposed STSMC-AGDM are as follows: (i) STSMC
provides a faster finite-time reachability than the conventional first-order SMC and (ii) AGDM allows to quickly
search for the optimal current vector in LUTs to deal with nonlinear motor characteristics.
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Abstract. The induced vibration from a commanded time-varying nonlinear systems is controlled by using a pre-
designed shaped input command. The changes of the system parameters during the motion of the system as well as the
input and system constraints are accounted when designing the shaped commands. The proposed controlling techniques
are tested by suppressing the residual vibration of an overhead crane with simultaneous traveling and hoisting maneuvers.
The hoisting and lowering operations when traveling a payload in an overhead crane induce a nonlinear system with
time-dependent natural frequency and positive-negative damping-like behavior. The numerical results demonstrate the
performance of the proposed shaped commands in suppressing the residual vibration of the suspended payload regardless
the hoisting and lowering profiles used during the maneuver.

Introduction

The application of a control input into a time-varying system, e.g., flexible link manipulators [1], crane oper-
ation with hoisting/lowering maneuver [2], or pouring and filling operation [3], results in unwanted transient
and residual vibrations. The complexity of the dynamical models complicate the controlling procedure of the
system’s input. The open-loop control, especially the command shaping approach, is commonly used for vibra-
tion control with precise and accurate positioning and fast and safe operation. The principle of the command
shaping control is to design based on on either optimal control approach or input shaper [4] a special input
that commands the mechanical system without inducing residual vibration. Unlike the input shaper scheme
where the rise time of the generated impulses depends on the system parameters, the optimal control approach
has the freedom of selecting the maneuver time to compensate between the move time and required vibration
reduction in the transient stage. The objective here is to extend the command shaping approach to control a
time-varying nonlinear system while accommodating the changes of the system parameters and satisfying the
input and system constraints.

Results and Discussion

The proposed controlling techniques is tested by controlling the induced vibrations of payloads traveled and
hoisted by an overhead crane. The input shaped command consists of equidistant steps. The residual pendulum
oscillations were suppressed at the end of the command when using linear and quadratic hoisting/lowering
profiles, Figure 1. The transient pendulum oscillations can be further reduced by increasing the command time
length unlike the classical input shapers that have a fixed command length. Without basing the controlling
design on the average system parameters, the time-nature of the system parameters during the motion was
considered when designing the shaped command.

(a) (b)

Figure 1: Motion profiles for (a) linear and (b) quadratic hoisting and lowering operations.
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Abstract. Electromagnetic Force Assist is proposed as method to reduce power consumption in formation flight maneuvers 
between spacecraft that use auxiliary coils to generate electromagnetic forces in proximity operations. This paper estimates 
the potential improvement in power consumption (as indirect metric of potential propellant savings) in spacecraft maneuvers 
using RINGS (Resonant Inductive Near-field Generation Systems), a prototype system developed to investigate 
electromagnetic formation flight and wireless power transfer between spacecraft. An assessment of power consumption 
reduction is based on comparing the control effort required in selected 3-DOF maneuvers. The control effort performance of 
a linear quadratic Gaussian (LQG) controller for thruster-only maneuvers is used as baseline, and is compared to the control 
effort when two other controllers (based on sliding mode control and feed-forward control) provide electromagnetic force 
assist in addition to the baseline thrusters. 

Introduction and Motivation 

Formation flight requires that the spacecraft involved are able to provide station keeping [1-4]; perturbations 
such as solar pressure forces consumption of onboard propellant for this purpose [5]. To increase the life 
expectancy of a formation mission, electromagnetic actuation has been proposed as means to assist the onboard 
thrusters when compensating disturbances during station keeping. Solar panels provide access to unlimited 
electric energy that can be used to power actuation coils to generate multi-axial electromagnetic forces. This 
paper evaluates for the first time the potential propellant savings while using electromagnetic force assist in 
motion control of formation maneuvers, using the RINGS platform. The paper uses the control effort of a LQG 
controller (using thrusters only) as baseline, to compare with the control effort of two other controllers that use 
a combination of thrusters and electromagnetic force assist on a set of proposed maneuvers. 

Figure 1. Demonstration of electromagnetic force assist for 3-DOF formation maneuvers using RINGS  

Results and Discussion 

This paper presents an assessment of power savings in spacecraft formation flight by use of electromagnetic 
force assist. The assessment was done in simulation using 3-DOF planar motion control platform of the RINGS 
prototype spacecraft. The results indicate that significant savings in control effort are possible by using 
electromagnetic force assist, in particular when combining a feedforward controller with sliding mode 
feedback. The effectiveness of electromagnetic force assist depends on the specific path followed during a 
maneuver. Optimized path planning is therefore required to maximize the benefits of the proposed method.    
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Abstract. A reference governor approach is proposed to control a multi degree of freedom metamaterial subject to
constraints. The metamaterial consists of an arbitrary number of bistable “segments” which are attached to each other in
a serial manner to generate a “distributed” bistable structure. It is shown that each bistable segment may be controlled
using its own reference governor in addition to a nominal controller. Effects from attached segments are modelled as
disturbances which must be rejected by the control scheme.

Introduction

Morphing structures have become a popular area of research as they show promise for use in aircraft [1] and
morphing vehicles [2]. Employing bistable structures in morphing technology is advantageous as they are
capable of adopting two stable shapes which do not require energy to be maintained. This work proposes a
reference governor control scheme for the constrained control of a metamaterial concept which consists of
multiple bistable elements [3]. With single bistable structures commonly being modelled using the Duffing-
Holmes oscillator [4, 5], the equation of motion for the nth bistable element in the metamaterial is given by:

mnẍn = Fn − cn(ẋn − ẋn−1)+kn(xn − xn−1)− kpn(xn − xn−1)
3 + cn+1(ẋn+1 − ẋn) (1)

− kn+1(xn+1 − xn) + kpn+1(xn+1 − xn)
3

where xn is the displacement of the nth structure, Fn is the force from the controlling actuator, mn is the
mass, cn is the friction coefficient from the mechanical model, kn is the destabilizing linear spring stiffness,
kpn is the restorative nonlinear spring stiffness. The proposed work will offer two contributions: a method
for controlling the shape change of the metamaterial where the effects of neighboring bistable structures are
modelled as disturbances and a demonstration of the efficacy of a reference governor scheme which can address
polynomial constraints and disturbances.

Results and discussion

Figure 1 illustrates the efficacy of the reference governor approach to three connected elements of the meta-
material where the constraining bounds are pictured with red dashed lines. Successful shape change of three
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Figure 1: Nominal system response (left) and response with reference governor (right).
series-connected metamaterial elements each initially at a relative displacement of −10 mm and ending at a rel-
ative displacement of 10 mm is achieved while satisfying constraints on the control effort which are polynomial
in nature.
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Observer design for semi-linear stochastic partial differential equations
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Abstract. In this work an observer design for semilinear stochastic partial differential equations (SPDEs) involving
Lèvy type noise is presented. By constructing an appropriate Lyapunov functional, a new set of sufficient conditions are
obtained to guarantee the mean square exponential stability (MSES) of the error system.

Introduction
Observers are ingenious tool to estimates the system states which helps to reconstruct the system states for more
appropriate performance. In practice random noises are unavoidable, while dealing with such cases SPDEs are
most helpful model. Particularly, Lèvy process is more interesting because in this, noise splittable as continuous
and discontinuous parts. Few results are found in literature on MSES, boundary control for reaction diffusion
systems with Brownian motion [1, 2, 3]. With our best knowledge observer based stability analysis of SPDEs
not yet investigated. Motivated by above discussions, the main objective of the present work is to design an
observer-based boundary control for the considered semilinear SPDE and to derive the sufficient conditions for
the MSES of the error system in terms of LMIs with the help of Lyapunov theory.

System description
Consider the following semilinear stochastic parabolic type equation:

dy(x, t) =
{
A
∂2y

∂x2
+By(x, t) + f(t, y(x, t))

}
dt+ σ(t, y(x, t))dW (t) +

∫
Z

φ(t, y(x, t), z)Ñ(dt, dz),

where y(x, t) is the state vector with space variable x and time variable t. Boundary conditions are ∂y
∂x

∣∣∣
x=0

= 0,
∂y
∂x

∣∣∣
x=1

= u(t), output of the system ȳ(x, t) = Cy(x, t). u(t) is boundary control input to be design. ‘A’ is

known constant diagonal matrix and B, C are known constant matrices. W (t) is a one dimensional standard
Brownian motion and Ñ(dt, dz) = N(dt, dz)− λ(dz)dt is compensated Poisson measure with intensity mea-
sure λ(dz). f(·), σ(·), φ(·) are semilinear functions satisfies Lipschitz condition. State observer system is
considered as

dŷ(x, t) =
{
A
∂2ŷ

∂x2
+Bŷ(·) + f̂(·) + L(ȳ(·)− ˆ̄y(·))

}
dt+ σ̂(·)dW +

∫
Z

φ̂(·)Ñ(dt, dz),

where ŷ(x, t) is estimated state and L is observer gain. Boundary control u(t) = Kŷ(1, t), where K is
control gain. Let error state be e(x, t) = y(x, t) − ŷ(x, t). By constructing Lyapunov functional V (·) =∫ 1
0 (yT (x, t)P1y(x, t) + eT (x, t)P2e(x, t))dx, main result is stated below.

Theorem: For given scalar α > 0, c1, c2, q1, q2, F1, F2, there exist symmetric positive definite diagonal matrices
P1, P2, scalars ρ̄1, ρ̄2, ε1, ε2 and appreciate matrices K, L the LMIs [Ξ]6×6 < 0, P1 ≤ ρ̄1I, P2 ≤ ρ̄2I hold
with Ξ = 2P1B+ ρ̄1c1I + ρ̄1q1I − 2π2

2 P1A+ 2αP1− εF T1 F2, Ξ12 = π2

4 (P1A)T , Ξ13 = P T1 + 1
2ε(F1 +F2)I ,

Ξ22 = 2AK− 2π2

4 P1A, Ξ25 = (AK)T , Ξ33 = Ξ66 = −εI , Ξ44 = 2P2B+ ρ̄2c2I+ ρ̄2q2I− 2π2

2 P2A+ 2LC+

2αP2 − εF1F2, Ξ46 = P T2 + 1
2ε(F1 + F2)I , Ξ45 = π2

4 (P2A)T , Ξ55 = −2π2

4 P2A and other terms are zero.
Then, error system is MSES and control & observer gains are K = P−11 K, L = P−12 L, respectively.

Numerical example
Letting f(t, y(x, t)) = y(x, t)(B − y(x, t)), the considered system represents Fisher’s equation. By fixing

A = diag{0.4, 0.7}, B =

[
−0.51 0.065

0.2 −0.9

]
, C =

[
−0.6 −0.3
0.01 −0.2

]
, we get the gains K =

[
0.7802 0

0 0.5606

]
,

L =

[
0.2286 −37.7459
18.9340 −26.2291

]
, by solving the LMIs in proposed theorem. The sector nonlinearity has bounds

[F1, F2] = [−0.002, 0.002].
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Abstract. In this paper, an appointed time active vibration suppression controller is studied for flexible satellite with
piezoelectric actuators. Firstly, a piecewise sliding mode controller with the appointed time is designed to guarantee
that the attitude error converges at the appointed time. The convergence time of the model can be set with a prior
parameter. Secondly, a modal observer is used to estimate the vibration of the flexible elastic modal, and an active
vibration suppression controller is designed to converge at a predefined time. The stability of the two controllers is
demonstrated by a Lyapunov theory. The Simulink simulation framework is eventually established, and the numerical
simulation results of various data demonstrate the appointed time convergence of the proposed controller. Compared with
adaptive sliding mode and nonsingular terminal sliding mode, the controller can achieve higher precision control with less
energy consumption.

Introduction

Flexible satellite attitude control can be divided into two aspects: maneuvering pointing control and flexible
vibration suppression. Maneuvering pointing control is a nonlinear problem with disturbance and uncertainty.
The main control methods are robust control, sliding mode control, adaptive control and deep neural network
control. Early research in the field of flexible vibration suppression includes passive vibration suppression
methods of vibration isolation, energy dissipation, and vibration absorption. However, the control effect of
passive vibration suppression is limited and the applicable environment is limited[1]. Therefore, many scholars
have studied active vibration suppression. There are three main active vibration suppression methods applied
in the aerospace field: component synthesis vibration suppression(CSVS), input shaping and active vibration
control based on intelligent materials[2].

Results and discussion

We specify that the desired attitude quaternion of the satellite is qd = [1, 0, 0, 0]T . The initial value of the
attitude quaternion is q = [0.8832, 0.3,−0.2,−0.3]T . To verify the appointed time convergence performance
of the proposed controller, the model parameters and other parameters of the controller are kept constant, the
appointed time Ta is set to 100, 200, and 300. The result is shown in Figure 1.

Figure 1: Attitude quaternion at three different convergence times
Even in the presence of external perturbations and model uncertainties, the appointed time sliding mode con-
troller can directly appoint the convergence time of the attitude error, which is independent of the initial condi-
tions of the model.
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Abstract. In this work, the nonlinear dynamic behaviour of a three-dimensional Duffing oscillator was numerically 

investigated. The oscillator has an additional nonlinear feedback equation of state coupled to the first equation, and therefore 

has two parameters that determine coupling and control the 3D system. With the non-linear dynamic analysis, it was obtained 

using the maximum Lyapunov exponent sweeping the coupling parameters of the equations, in this analysis we observed the 

emergence of shrimp patterns. Bifurcation diagrams, phase maps and Poincaré maps were also used, which corroborated to 

determine and confirm the chaotic regions of the 3D Duffing oscillator. Once the regions were determined, a control design 

for chaos suppression was proposed that kept the 3D Duffing oscillator in periodic orbit, using the Optimal Linear Feedback 

(OLFC) control due to its high computational efficiency and SDRE (State Dependent Riccati Equation). 
 

Introduction 
 

An oscillator that has a lot of prominence is the Duffing oscillator, which is used to describe numerous 

applications. This paper aims to analyze the nonlinear dynamics of the Duffing oscillator in three dimensions 

as shown in Eqs. (1): 

{

�̇� =   𝑦 + 𝑧

�̇� =  −𝛾𝑦 + 𝑥 − 𝑥3 + 𝑓
0

cos(𝜔𝑡) + 𝜌𝑥𝑧

�̇� =  −𝑥𝑦 + 𝛽𝑧

                                                         (1) 

where, x, y and z are the system state variables, γ, f0 and ω are positive definite constants of the Classical 

Duffing system. The parameters ρ and β are the additional parameters that couple the equations. The aim work 

is to analyze the nonlinear dynamics of a 3D Duffing oscillator described by the set of equations [1, 2], and 

thus propose two control designs to suppress the chaotic behavior that the system presents for a given set of 

parameters.  

Results and discussion 

 

The State Dependent Riccati Equation control (SDRE control) and the Optimal Linear Feedback control (OLFC 

control) were used, and we compared that the two controllers were efficient for the chaos suppression for 

coupling to an orbit of the system itself, defined by (x(t)=-0.8873+ 0.34 cos(ω t )+0.1037 sin(ω t)-0.08245 cos(2ωt)  

0.03784 sin(2ωt)+0.01262 cos(3ωt)+0.01102sin(3ωt), y(t)=-7.491×10-5+ 0.09261 cos(ω t )-0.3116 sin(ω t)-0.0635 

cos(2ωt)+ 0.1486 sin(2ωt)+0.002646 cos(3ωt)+0.03334sin(3ωt) and z(t)  =5.785×10-5+ 0.0114 cos(ω t )-0.02837 sin(ω 

t)-0.01251 cos(2ωt)0.01618 sin(2ωt)+0.006706 cos(3ωt)-0.004394sin(3ωt)). To obtain the orbit we consider the time 

series defined by Eqs. (1) and Fourier Series and the parameters (γ = 0.25, f0 = 0.3, ω = 1.0. β = -10.4060 and 

ρ = -0.185).  With that we couple the control signals in the three variables of the system (x,y,z). The very low 

errors in the application of the control techniques showed that both are efficient for application in the case of 

the 3D Duffing oscillator. In Figure (1) show the results for SDRE control applied in Eqs.(1) and Figure (2) 

show the results for OLFC applied in Eqs. 1. 

 

 

 

 

 

 
 

 

Figure 1: SDRE control applied in Eq. (1) for synchronization 

with orbit. Chaotic trajectory (Line black) and orbit controlled 
(red line) (a) Phase Portrait for γ = 0.25, f0 = 0.3 and ω =1.0., 

(b) Time series for x, (c) Time series for y and (d) Time series 

for z. 
 

Figure 2: OLEC control applied in Eq. (1) for synchronization 

with orbit. Chaotic trajectory (Line black) and orbit controlled 
(red line) (a) Phase Portrait for γ = 0.25, f0 = 0.3 and ω =1.0., 

(b) Time series for x, (c) Time series for y and (d) Time series 

for z. 
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Abstract. The present study introduces a modified version of PID Control for the case of a magnetically controlled 

pendulum. The response was observed in both experimental and numerical simulations taking into consideration the 

efficiency of  the control and the non-linear forces exerted. 

Introduction 

Offshore wind turbines (OWT) are designed with larger dimensions and get installed by floating vessels in 

deeper waters due to the ever increasing energy demands. Hence, focus has been recently placed on the 

development of novel techniques for improving the efficiency of the installation process. Various motion 

compensation and position control techniques have been employed and tested in situ over the years [1]. All 

current methods, however, require mechanical equipment in direct contact with the payload as well as some 

human intervention. This fact, amplified by the delicate nature of positioning OWT components, the small 

error tolerances and the harsh offshore environment, illuminate a gap for a non-contact position technique 

for the OWT installation. The concept is based on the magnetic interaction between the component and an 

electromagnet actuator. 

Methodology 

In order to develop the contactless technique, a simple magnetically controlled pendulum is investigated 

(Figure 1a). A Proportional-Derivative (PD) Controller is employed in time domain to impose a desired 

motion upon a dynamic system with a fixed equilibrium and pivot point. This dynamic system introduces 

two main sources of non-linear behaviour. These sources are the distance-depended nature of force itself 

and the saturation of the control system. Thus, a method to improve the overall performance of the control 

without omitting the non-linearity was tested and compared to a regular linear PD. In order to further 

validate the control algorithm, a numerical model was developed and compared against experimental 

measurements to deduce the convergence of the prediction and the overall efficiency of the control.  

Results & Discussion 

The results, presented in Figure 1b, show that the control of the pendulum was successful at different excitation 

frequencies. Moreover, there is a satisfactory correspondence between the model predictions and experimental 

data verifying the predictive capabilities of the numerical model. 

Figure 1: (a) Set-up, (b) Time series of controlled motion for different desired motion patterns. 
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Abstract. Attitude dynamics has strong nonlinearity. It is very attractive to use the theory of linear systems to
predict, estimate and control strongly nonlinear attitude dynamics by reconstructing nonlinear systems in a linear
framework using data-driven methods. In this paper, the nonlinear attitude dynamics on SO(3) are identified and
controlled based on Dynamic Mode Decomposition (DMD). Using the manually constructed nonlinear function
dictionary as observation, the system approximation is obtained by the Extended Dynamic Mode Decomposition
with control (EDMDc) algorithm, and a linear MPC controller is designed based on the EDMDc model.
Considering the actual data always contains noise and the sensitivity of the original DMD algorithm to noise, the
total least squares DMD (tls-DMD) is used to process the data containing noise. Finally, the effectiveness of
MPC control is verified by simulation calculation.

Introduction
The attitude control system is a critical component of a spacecraft. In existing studies, Euler angles, modified
Rodrigo parameters or quaternion are usually used to describe spacecraft attitude. However, the singularities
of Euler angles and modified Rodrigo parameters exist. Two sets of quaternions correspond to the same
attitude, and the continuous attitude control law based on quaternions may have the unwinding phenomenon.
Another reason why attitude control on SO(3) still attracts wide attention is the difficulty caused by strong
nonlinearity. In 1931, Koopman proved that the behavior of a nonlinear system can be represented by an
infinite-dimensional linear operator acting on the observables (or measurement functions) of system states.
It is very attractive to use the theory of linear systems to predict, estimate and control strongly nonlinear
attitude dynamics by reconstructing nonlinear systems in a linear framework using data-driven methods.

Main result
The extended state is constructed by taking the polynomial of the original state as the nonlinear observation
function, and the EDMD algorithm is used to identify the attitude dynamic system from the simulation data.
Considering that the global prediction range of EDMD model under extended basis is limited, MPC control
is adopted. The sequential quadratic programming (SQP) algorithm is used to optimize the cost function.
Stochastic simulation results show that the controller can adjust the attitude to the desired position in a short
time. If the data contains noise, tls-DMD is used to eliminate the impact of noise to a certain extent.
Although the tls-DMD model has worse accuracy, MPC based on tls-DMD model is still feasible. Some
simulation results are shown as follows.

Figure 1: EDMDc model of Attitude dynamics on SO(3)
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Abstract. This paper studies the effect of viscous damping and dry friction on the dynamics of sampled-data systems
that use discrete-time state feedback in motion control applications. This study aims to present the stabilization effect
of Coulomb friction in an otherwise unstable system through the example of a single-degree-of-freedom effective system
model. In these systems, unique, so-called concave envelope vibrations occur in cases where the destabilizing effect of
sampling can still be compensated to some extent by the presence of dry friction resulting in an unstable limit cycle.

Introduction

One of the fundamental tasks of mechatronics is position control, where the applied controllers aim to drive
the system into the desired position. These applications often demand high accuracy and fast operation. How-
ever, the necessary performance that can fulfill these requirements may be limited by the presence of physical
dissipation and the digital nature of the applied motion controllers.
To illustrate the effect of dissipation, a single-degree-of-freedom mechanical system is considered with viscous
damping and dry friction, where discrete-time state feedback with zero-order-hold signal recognition is used to
drive the system into the zero reference position. The resulting governing equation of motion is

mq̈(t) + bq̇(t) + fC sgn (q̇(t)) = −kpq(tj), t ∈ [tj , tj + τ) , tj = jτ, j = 0, 1, 2 . . . , (1)

where q(t) represents the generalized coordinate as a function of time t, and m denotes the generalized or
modal mass. The coefficient of the generalized viscous damping is b and fC denotes the magnitude of the
generalized dry friction force. In addition, the parameter kp denotes the feedback gain, tj represents the jth
sampling instant and τ is the sampling time.

Results and discussion

When the system is ideal, i.e., no physical dissipation has been taken into account, the system is always unstable
[1]. Suppose that the dominant source of dissipation is modeled by viscous damping. In that case, stable control
can be achieved using discrete-time state feedback [2], as presented by the yellow region of the stability map
shown in the left panel of Fig. 1. Assume that the dominant source of dissipation can be described by the
combined model of viscous damping and dry friction. In that case, the stability region is further extended, but
at the same time, it also becomes sensitive to the initial position [2]. It is presented by the shaded gray area of
the stability map shown in the left panel of Fig. 1. Numerical simulations and experiments verify these results.
To reduce the computational cost and the measurement time, the verification process was carried out by the
multidimensional bisection method [3]. The measured stability map is presented in the middle panel of Fig. 1,
where the green area represents the stable domain, while the blue area the unstable domain. The comparison of
the simulated and the measured stability map is presented in the right panel of Fig. 1.
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Figure 1: Left panel: Analytical stability chart. Middle panel: Measured stability chart. Right panel: Comparison of the results.
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Abstract. This work introduces the extended hybrid zero dynamics control for periodic gaits containing alternating
single and non-instantaneous double support phases of a planar bipedal robot. The model consists of five rigid body
segments which are connected by four actuated revolute joints. During both continuous phases, the controller synchro-
nizes the joints to their reference trajectories, which are numerically optimized to minimize the energy consumption of
locomotion. The resulting efficiency is compared against gaits with an instantaneous double support phase.

Introduction

Hybrid zero dynamics (HZD) control is a popular control concept to create stable walking gaits for bipedal

robots. One of its advantages is that the controller uses the passive dynamics of the system which is suitable

for high energy efficiency. The existing HZD control concept is commonly developed for periodic walking

gaits that consist of an under-actuated single support phase (SSP) and an instantaneous double support phase

(DSP) [1]: during the SSP, the stance leg contacts the ground without slipping and the swing leg moves forward

without scuffing. The DSP is described as a discrete transition event, namely an inelastic impact of the swing

leg with the ground, immediate lift-off of the former stance leg and swapping the roles of the former swing and

stance leg.

Based on a planar five-segment robot model driven by four electric actuators in its joints, our research extends

the HZD control strategy to periodic gaits with non-instantaneous DSP. Since both non-slipping stance feet

remain on the ground, the legs form a closed kinematic chain that results in one degree of over-actuation (Fig.

1 left). In order to artificially create an under-actuated DSP, two independent virtual actuators are introduced

and mapped to the four physical actuators by a projection matrix P(4×2). In both SSP and DSP, the HZD

controller synchronizes the independent joints to their reference trajectories which are parameterized by Bézier

curves. For vanishing control errors, the states of the un-actuated absolute orientation are the zero dynamics

of the controlled system. Its periodic solution can be obtained by a numerical optimization process, which

minimizes the energy consumption of locomotion (evaluated by the cost of transport) while optimizing the

Bézier parameters and the projection P(4×2). The resulting energy efficiency is compared against the original

assumption where the DSP is modeled as instantaneous.

Figure 1: Left: The over-actuated double support phase with the constant step length ℓstep. Right: Optimized cost of transport of
different continuous under-actuated DSPs (solid lines) in comparison to the instantaneous DSP (dashed line).

Results and Discussion

As depicted in Fig. 1 (right), the efficiency study is conducted for the speed range v ∈ [0.2, . . . , 1.4]m/s.
The optimum actuator mapping P(4×2) = P∗ is compared to two other configurations that result in an under-

actuated DSP: simply deactivating the actuators of the leading or the trailing leg. According to the optimization

results, the actuation in the trailing leg’s knee joint should be utilized during DSP to achieve a high efficiency

independent of the walking speed. In contrast, the trailing leg’s hip actuator is advantageous for high speeds

(v > 0.8m/s) and the leading leg’s hip actuator for lower speeds. Regarding the DSP as an instantaneous

impact event, however, results in the highest efficiency, because its optimum gaits need less negative work

(braking) to slow down the movement.

Acknowledgements: This work is financially supported by the German Research Foundation (DFG), grant FI

1761/4-1 | ZE 714/16-1.

References
[1] E.R. Westervelt, J.W. Grizzle, and D. Koditschek, Hybrid Zero Dynamics of Planar Biped Walkers, IEEE Transactions on Auto-

matic Control 48(1), pp. 42–56. (2003).



The migration of a Neural Network Observer training 

using the Deep Learning approach 

Loukil R.*and  Gazehi W.** 
* RISC Laboratory, Electrical Department, Engineering SCHOOL ENIT, Tunis

** RISC Master ISTIC, Tunis 

Abstract. This paper presents the training of a Neural Network Observer using the Deep Learning approach. Then, we 

suggest a brief comparison between the use of a classic neural observer supervised by the back-propagation algorithm 

with a Matlab simulation and a new neural observer used the Deep Learning with a Keras, Tensor flow simulation applied 

to the same example. Deep learning and neural networks may be an intimidating concept, but since it is increasingly 

popular these days, this topic is most definitely worth your attention. Fortunately, we have deep learning methods by 

which we can surely circumvent these challenges regarding feature extraction. This study explains the necessity to 

improve the way of learning for estimation purposes and upgrade the performance of this kind Observer so its migration. 

According to the results, we propose the migration of the Neural Network Observer for a nonlinear system, which is well 

trained.  

Introduction 

Neural networks are increasingly studied in the research due to their ability to predict complex problems and 

their learning mechanisms based on parallel processing of information. Various architectures and learning 

techniques have been proposed and discussed in order to solve several problems. Our motivation is to combine 

two axes of research, which differ totally in term of applications, and to be up to date with the IA, Machine 

Learning and the Deep Learning as new knowledge. In this section, we present the multilayer networks training 

algorithms for the neural observer in two cases [2]. The first case refers to a classic Neural Observer and 

corrects its weights based on the back-propagation algorithm or an Hybrid approach [4]. 

The second case is based on the new technic of Deep Learning [1] applied to the non-linear observer [3] in 

order to compare their responses and improve the estimation error for example. 

Figure 1: The structure of Neural Observer [2] 

Furthermore, the performances of the proposed Neural Observer are tested on a physical nonlinear system. 

The neural observer assesses the state of the system despite the fact that the nonlinear dynamics of the system 

is assumed a priori unknown. The comparison will be also between the Matlab language and the Keras as our 

Python Deep Learning. In addition, we will compare also the efficacity of the two Learning algorithms of the 

Neural Observer according to their attitudes in estimation purposes. 

Results and Discussion 
We have trained the proposed Neural Observer tested on a physical nonlinear system named two tanks in 

cascade which is presented in figure 2; It’s is composed of a set of elementary components. Various sensors 

allow us to measure the height of the product in the tank top (h1) and the tank bottom (h2) and the rate of entry 

of the product (qe1) and (qe2) in the tank top and the pan low respectively [2]. Using the Library Keras added 

to Python Language, we find that this nonlinear system has different estimation errors for the Neural Observer 

which has been already decreased and has small value nearly to zero. The rapidity of our algorithm is also 

detected comparing to the previous simulation. The Deep Lerning approch has already improved the 

performances of our Observer. 
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Abstract. This study concentrates on the vision-based aerial grasping of a moving target based on MPC with non-linear 

prediction and linearization along the trajectory (MPC-NPLT). In this research, using image data MPC-NPLT formulation is 

developed for aerial grasping of a moving target. The obtained results for moving in the x and y directions suggest that the 

proposed approach can provide acceptable performance.    

Introduction 

The aim of visual servoing is to control the pose of the robot’s end-effector, relative to the target using the 

feedback information extracted from the image. One of the most common approaches is the position-based 

control which uses observed visual features, a calibrated camera, and a known geometric model of the target 

to estimate the pose of the target, while the image-based control directly uses images 2D data [1] and causes 

more simplified modelling. In this work, we addressed an image-based grasping modelling of moving targets 

using features extracted from the image based on MPC-NPLT.  

Results and Discussion 

As shown in Figure 1-(a), for each point on the target, the vectorial equation can be written as follows: 

By definition 𝑷𝑡
𝐶 = [𝑋𝐶  𝑌𝐶  𝑍𝐶]𝑇 = 𝑍𝐶[𝑥 𝑦 1]𝑇 = 𝑍𝐶�̃� , the non-dimensional form of Eq. (1) will be 

achieved. Substituting 𝑷𝑡
𝐶 = 𝑍𝐶�̃� in Eq. 1, the differential equation can be written as:

where a and b represent the rotational matrix vectors. To use MPC-NPLT, it is needed to linearize Eq. 1.

Eventually, by considering 𝒔 = [𝑥 𝑦], 𝓥 = [𝑽𝑐
𝐼  𝝎𝑐

𝐼 ] and 𝑽𝑡 = [𝑉𝑥𝑡
 𝑉𝑦𝑡

]as image feature points, MPC

controller outputs and target velocity, respectively the cost function can be computed as   

The simulation results are summarized in Figure 1-(b) which shows the acceptable performance of the 

proposed method.  

Figure 1: a) Camera and the ground target geometry scheme, b) Simulation results for grasping a moving target. 
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Scuola Superiore Meridionale, Università degli Studi di Napoli Federico II, Naples, Italy

Dept. of Chemical Engineering, Worcester Polytechnic Institute, Massachusetts, USA
Dept. of Mathematics and Applications, Università degli Studi di Napoli Federico II, Naples, Italy
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Abstract. We use machine learning to implement feedback linearization for the control of nonlinear discrete-time
systems. The proposed approach is based on physics-informed neural networks, thus implementing pole-placement and
feedback linearization in one step. To demonstrate the efficiency of the scheme we used a nonlinear discrete time model
for which the feedback linearization law can be derived analytically.

Introduction

Feedback linearization of nonlinear systems is arguably one of the most used nonlinear control techniques [1,
2]. Building in previous work [1, 2], we propose a Physics-informed machine learning (PIML) scheme that
learns a feedback linearizing control law and performs pole placement in one step for discrete time systems of
the form:

x(t+ 1) = f(x(t), u(t))

Thus we seek for a transformation S such that z = S(x) is coupled with a control law u = −cz = −cC(x) in
order to linearize the above system as:

z(t+ 1) = Az(t),

where A has the propoer set of eigenvalues to ensire stability [1].

Results and discussion

To illustrate the performance of the PIML, we consider the following system of discrete equations [1]:

x1(t+ 1) = exp(0.3x2(t))
√

(1 + x1(t) + x2(t))− 1− 0.4x2(t) + 0.5u(t)

x2(t+ 1) = 0.5ln(1 + x1(t) + x2(t)) + 0.4x2(t) (1)

It can be shown [1] that the sought transformation reads:

T (x1, x2) = [ln(1 + x1 + x2) x2] (2)

Then T1(x1, x2) = ln(1+x1+x2) in (2) is the desired feedback linearizing control law, where the closed loop
poles are governed by the eigenvalues of matrix A here set to k1 = 0.8405 and k2 = 0.0595. Figure (1), shows
the approximation of S obtained with the proposed PIML scheme. As it is shown, the scheme is able to learn
the transformation in (2) with a numerical approximation accuracy of the order of 10−3.
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Figure 1: Numerical approximation accuracy (NAA) between the theoretical sought transformation (2) and the
one learned by the PIML scheme. Panel (a) depicts the NAA for the first component T (x1, x2) and panel (b)
refers the same for the second component of T (x1, x2).
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Abstract. This paper is devoted to the synchronization problem of discrete-time fractional complex networks (DTFCNs) 
with time delays via an event-triggered strategy. First, based on the nabla-like Riemann-Liouville difference, the DTFCNs are 
established. And then, the pinning event-triggered controlled networks are given. Furthermore, to reduce the frequency of 
communications, a novel event-triggered control mechanism that only relies on the information at the trigger time is proposed. 
Next, some sufficient conditions are proposed for achieving synchronization. By using Lyapunov technology, it is shown that 
the synchronization of the DTFCNs can be achieved via the proposed event-triggered strategy. 
 

Introduction 
 

In recent years, complex networks exist in various fields such as ecosystems, power grids, telecommunication 
networks, neural networks, Internet networks, and so on. Generally, according to different principles, complex 
networks are divided into small-world networks [1] and scale-free networks [2]. In the theory of complex 
networks, the behaviours of the network dynamics are a hot research topic. Notice that in nature and technical 
fields, there are a large number of fractional dimensions and self-similarity between whole and part. Therefore, 
fractional calculus as the basis of fractal geometry and fractional dimension has been applied to many fields, 
such as oscillation, and random diffusion, etc. In practice applications, the event-triggered control approach 
was proposed for the purpose of reducing the frequency of controller updates. On the other hand, notice that 
many of the existing control strategies are designed per discrete-time models in the real world with the adoption 
of digital computers. However, the synchronization problem of DTFCNs with time delays and event-triggered 
strategy remains an open problem. This paper aims to fill in the aforementioned gaps. 

 
 

Figure 1: Event-triggered control mechanism. 
 

Results and discussion 
 

In this paper, consider the following DTFCNs with time delays: 

𝛻𝛻0𝛼𝛼𝑥𝑥𝑖𝑖(𝑘𝑘) = 𝑓𝑓(𝑥𝑥𝑖𝑖(𝑘𝑘),𝑘𝑘) + 𝑐𝑐�𝑔𝑔𝑖𝑖𝑖𝑖𝛤𝛤𝑥𝑥𝑖𝑖�𝑘𝑘 − 𝜏𝜏𝑖𝑖�
𝑁𝑁

𝑖𝑖=1

, 𝑖𝑖 = 1,2, … ,𝑁𝑁, 

                                            𝑥𝑥𝑖𝑖(𝑘𝑘) = 𝑥𝑥𝑖𝑖0 ∈ 𝑅𝑅𝑛𝑛,  𝜏𝜏 ≤ 𝑘𝑘 ≤ 0. 

A novel event-triggered control mechanism of the following form is proposed: 

ℎ𝚤𝚤��𝑧𝑧𝑖𝑖(𝑘𝑘), 𝜀𝜀𝑖𝑖(𝑘𝑘)� = |𝜀𝜀𝑖𝑖(𝑘𝑘)|2 − 2𝜉𝜉(𝛿𝛿𝑖𝑖 − 1)𝜗𝜗|𝑧𝑧𝑖𝑖(𝑘𝑘)|2, 𝑖𝑖 = 1,2, … ,𝑁𝑁. 

Then, some sufficient conditions are given. By using Lyapunov technology, it is shown that the 
synchronization of the DTFCNs can be achieved via the proposed event-triggered strategy. The event-triggered 
control mechanism is depicted in Figure 1. 
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Abstract. In this article, Global anti-synchronization for a class of quaternion-valued inertial neural networks (QVINNs) 

with unbounded delays is considered. Based on the two different types of control strategies (feedback and adaptive controllers) 

and Lyapunov stability theory, various fruitful criteria are obtained to ensure the global anti-synchronization of QVINNs. 

Most of the synchronization and anti-synchronization results for QVINNs are based on the variable substitution approach, 

which reduces the order of the original second-order system into the first-order system; also, quaternion-valued networks are 

separated into four equivalent real-valued neural networks which are made the analysis process more complicated. However, 

in the present study, the authors deal with the non-reduction order method and non-separation approach for QVINNs, making 

the analysis approach more concise and easier to deal with second-order neural networks. Finally, two numerical example are 

provided to shows the effectiveness of our proposed model 

                                                             Introduction 
Quaternion was first introduced by Hamilton (1853) [7], which is a noncommutative division algebra. Because of the non-

commutativity, quaternion research is much more difficult rather than real-valued neural networks (RVNNs) and complex-

valued neural networks (CVNNs). This is the major reason for the slow research of the quaternion-valued neural networks 

(QVNNS). In order to avoid the non-commutativity, some researchers separated the QVNNs into four equivalent RVNNs or 

two CVNNs to study these problems. However, the separation method increases the dimension of the original systems, which 

leads to difficulties for mathematical analysis [3]. Luckily, as modern mathematics has advanced and expanded, applications 

of quaternion for future development have been discovered in recent years. It has good application prospects in three-

dimensional and four-dimensional data modeling; also, quaternion has gained increasing attention in various fields, for 

example, attitude control, computer graphics, etc., [2] etc. 

In the last few years, anti-synchronization results have been widely used in many areas, including communication processing 

and information systems [1]. When using anti-synchronization in communication systems, we can transmit digital signals 

continuously between anti-synchronization and synchronization to strengthen secrecy. As a result, synchronization or anti-

synchronization analysis of nonlinear systems has become more popular. Unfortunately, up to now, the study on exponential 

anti-synchronization of QVNNs with unbounded delays and a non-separation approach has not been involved. 

This article will give multiple new results about the anti-synchronization of QVNNs as follows: 

1. This article dealt with the global exponential anti-synchronization of QVNNs with unbounded time-varying delays. 

2. This article dealt with the QVNNs with inertial terms by utilizing the non-reduction order and non-separation approach. 

3. in this article, authors first time designed the adaptive controller for QVNNs, which are used to study the non-reduction 

approach for inertial terms in QVNNs.  
                                                   Results and discussion 
Unlike the traditional variable substitution approach for the reduced order method, the article's authors dealt with the 

global anti-synchronization of QVNNs with unbounded time-varying delays and inertial terms. By constructing the 

Lyapunov functional and designing a linear quaternion-valued feedback and adaptive controllers, some innovative 

conditions with less conservative results are obtained in Theorem [1,2] to ensure the global anti-synchronization for 

QVNNs with the non-separation method. The results of this article are more compact and less calculative due to the non-

separation approach [3,4]. Since the time-varying delays are unbounded in this article, the proposed QVNNs are more 

general and execute wider applicability.  

The method adopted in this article is totally new, which motivates the researchers to further study of QVNNs with non-

separation and non-reduction methods for finding the fixed time and pre-assigned fixed time stability. 
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Abstract. Explosive death transitions in a mean-field coupled network of Rossler system is investigated. The network
behaviour is characterised using amplitude order parameter. It is observed that the amplitude order parameter varies
smoothly in the forward direction whereas, in the backward direction, it makes an explosive transition. The forward
transition point has been derived analytically which matches with the numerical simulations.

Introduction

The route to synchronisation can be abrupt which is termed as explosive synchronization (ES) [1] - are defined
as first order transitions and are characterised by hysteretic behaviour. Amplitude death (AD) is a type of
oscillation suppression in which the oscillators stabilise to a steady state which is also the steady state of
the uncoupled constituents of the network. ES where the network of coupled oscillators transition from the
oscillatory state to AD state is termed as explosive death (ED). The focus of this study is on investigating
analytically the mechanisms which lead to ED transitions in a mean field coupled complex network of Rossler
system. The derivations make no assumption about the topology or the form or order of the oscillator units,
apart from that they are assumed to undergo chaotic oscillations. Consider a network of identical chaotic
systems, where each node comprises of a Rossler system. The equations of motion for the j-th node, coupled
via a mean-field diffusion, is given by

ẋj =− yj − zj +
kQ

dj

[
N∑
s=1

gjsxs

]
− kxj , ẏj = xj + ayj , żj =b+ zj(xj − c). (1)

Here, xj , yj , zj are the three state variables of the j-th node, a, b, c are the system parameters, k is the strength
of the coupling, Q is the density of the mean field, gjs is a function that represents the coupling weight between
the j-th and s-th system in the network and dj is the degree of node j. The amplitude order parameter [2] is
given by A(k) = a(k)

a(0) ,where, a(k) = 1
N

∑N
i=1 ((xi,max)t − (xi,min)t) and a(0) is the amplitude when all the

nodes are uncoupled (k = 0).
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Figure 1: (a) Variation of A(k) with k for Rossler system; a = b = 0.2, c = 5.7, Q = 0.5 and N = 100. (b)Bifurcation diagram for
Rossler attractor; a = b = 0.2, c = 5.7, Q = 0.5 and N = 100

Results and Discussion

From Fig. 1(a), it is seen that in the forward direction, the variation of A(k) with k is smooth and the AD state
is attained at k = 0.4. As k is decreased adiabatically, A(k) undergoes an explosive transition from the AD
state. Since the transition is a second order in the forward direction and first order in the backward direction, it
can be said that A(k) exhibits a semi-explosive death behaviour. Fig.1(b) shows the bifurcation diagram for the
j-th Rossler attractor with k (varied in the forward direction) as the bifurcation parameter. As k is increased, the
system enters into chaotic state. When k is further increased, the system transitions to a period-4 oscillations
and subsequently to period-2 oscillations. For k > 0.2, the amplitude gradually reduces and reaches the AD
state for k ≥ 0.4.
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Anomalies in Synchronization of Globally Coupled Mechanical Metronomes 
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Abstract. Using a combination of theory, experiment, and simulation, we discover and characterize a new kind of asymmetric 

long-term dynamic state in a fully symmetric system of four globally coupled mechanical metronomes. In this dynamic state 

that we refer to as the “Runaway,” one of four metronomes settles on an anti-phase relative to the others, and the system 

randomly “chooses” the identity of the anti-phase metronome. We found that the “Runaway” state can be  produced only when 

the dissipation in the system exceeds a certain threshold. We view this “Runaway” state as a simpler version of a chimera 

state, in which the symmetry of the oscillator population is broken, but there is no subpopulation with incoherent dynamics. 

Figure 1: Left panel: The experimental apparatus includes four metronomes docked to a single swing, consisting of an acrylic plate 

attached to a stationary ceiling via four inextensible ropes and eight pulleys (two pulleys for each rope) to ensure a smooth motion of 

the swing. The metronomes and the swings are marked with circular colored stickers, and their motion is recorded with a camera. 

Right panel: Experimental observation of a “Runaway” state.  The first metronome from the right is in an anti-phase relative to the 

other in-phase metronomes. 

Introduction 

From superconductivity and superfluidity at the subatomic scale to gravitational synchrony at celestial scales, 

synchronization and collective dynamics pervade all of nature, science, and engineering. In modern technology 

applications, electronic oscillator networks are frequently used. therefore, their synchronization and collective 

dynamics are of prime interest, theoretically and practically. Compared to their electronic counterparts, 

mechanical oscillator networks, such as coupled mechanical metronomes, are considerably simpler to analyse 

analytically and numerically. Moreover, it has been shown experimentally that mechanical networks of 

coupled metronomes exhibit a variety of dynamical states, including exotic chimera states [1]. In this study, 

we explore a simple network of four globally coupled mechanical metronomes (Figure 1, left panel) which 

obeys the following equations of motion: 

�̈�𝑖 + sin 𝜃𝑖 + �̇�𝑖[2Γ𝑚 − 𝐽𝑚𝛿(|𝜃𝑖| − 𝜃𝑐)𝐻(𝜃𝑖�̇�𝑖)] −
2𝛼

𝑁
cos 𝜃𝑖

𝑑2

𝑑𝜏2
∑sin𝜃𝑗

4

𝑗=1

= 0, (1) 

where we used the model in Ref. [2] for the escapement mechanism, 𝐽𝑚𝛿(|𝜃𝑖| − 𝜃𝑐)𝐻(𝜃𝑖�̇�𝑖).

Results and discussion 

We note that Eq. (1) possesses a solution in which 𝜃1 = 𝜃2 = 𝜃3 = −𝜃4, i.e., a “Runaway” state. Furthermore,

due to the simplicity of the dynamical system, we are able to conduct a stability analysis of the “Runaway” 

state and find the condition and basin of attraction of this state. These analytical results are validated by numerical 

simulation and experiments (Figure 1, right panel). Although the synergy between analytical, numerical, and 

experimental analyses gives us a well-rounded picture of the “Runaway” state, we stress that our study is far 

from exhaustive, and much still remains to be learned about the long-term dynamics of coupled metronomes, 

despite the fact that it is considered a simple and well-studied. 
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Embedding dimension of the dynamical manifold in the phase space as a measure of
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Abstract. The chimera state is a dynamical regime where some elements in a structurally homogeneous network
are synchronous while others are asynchronous. Previous studies have shown that even relatively simple networks can
have multiple chimera types. Therefore developing methods to identify characteristics of such states has a high potential
impact. We propose the embedding dimension as an approach to identify and distinguish chimera states that can be applied
to dynamical systems of various natures. The proposed method enables both the accurate identification of chimeras as
well as the estimation of the size of their incoherent clusters. To test the new method, we studied a network of type-II
Morris-Lecar neurons. with non-local connections. In particular, we considered the evolution of chimera states depending
on the parameters of synaptic strength, connectivity, and external current. Using our method, we were able to correctly
characterize chimera states and the evolution of their size depending on parameters.

Introduction

Chimera states were first described for a network of phase oscillators [1]. There are now multiple published
works that analyze chimeras for a big variety of networks (e.g. see work [2] and refs therein). As a result,
several methods have been suggested to determine the characteristics of the chimera states. For example, the
Kuramoto order parameter can be used for networks of phase oscillators [1], and the ACM technique can be
used for spiking neural networks [3]. In this study, we suggest taking a different angle on this issue based on the
idea that network synchronization can be considered as a dimensional reduction of the system dynamics. If all
active elements are synchronized, the system activity is effectively equal to the activity of one element. If some
of the elements are in an asynchronous regime, then the dimension of the dynamical manifold of the system in
phase space has the higher embedding dimension. Moreover, the more there are asynchronous elements in the
system, the greater the embedding dimension. Since the chimera states demonstrate partial synchronization,
chimera can be identified using the embedding dimension of the dynamical manifold in the phase space.

Results and discussion

We tested a new approach using the same system as in [3]. Examples are shown in Fig. 1.

a) de = 1 b) de = 5 c) de = 21

Figure 1: Examples of different dynamical regimes and corresponding embedding dimension de. Top panel: rasterplots of the syn-
chronous state (a),a chimera state (b) and an asynchronous regime (c). Bottom: first 3 PCA-components of the corresponding regimes.
Explained variance ratio for each component are given tn brackets.
The advantage of our approach is that it allows for not only the identification of a chimera but also the deter-
mination of the ”degree of chimera”, that is, how large a synchronization cluster is observed in the system for
given parameters and initial conditions. This property allows more flexible control of the dynamic regimes in
the system, as well as a deeper understanding of how different modulators affect the network.
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Bifurcations and Chimera States in Self-Excited Inertia Wheel Pendulum Arrays 
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Abstract. We investigate the bifurcation structure and the onset of chimera states in a coupled pair of self-excited inertia 

wheel pendula arrays. The dynamical system exhibits asymptotically stable equilibria, periodic limit cycle oscillations, and 

non-stationary rotations. The analysis reveals that synchronous periodic oscillators are in-phase whereas quasiperiodic 

oscillators are out-of-phase. Furthermore, non-stationary rotations exhibit combinations of oscillations and rotations of the 

individual elements which are asynchronous culminating with coexisting synchronous and chimera-like solutions. 
 

Introduction and Problem Formulation 
 

Self-excited synchronous oscillations in multibody dynamical systems have been documented since the middle 

of the seventeenth century. Huygens made the amazing observation that two pendulum clocks hanging from a 

common flexible support swung together periodically approaching and receding in opposite motions [1]. 

During the last two decades there has been a growing interest in the stability and robustness of continuous and 

intermittent synchronization of periodic and nonstationary oscillations which in addition to neural network 

populations have been observed in nanomechanical resonator arrays [2] and in experiments of mechanical 

networks [3]. Of particular interest are the chimera states in which the symmetry of an oscillator population is 

broken into a synchronous part and an asynchronous part culminating with a novel class of decoherent 

behaviour [4]. In this research we investigate the emergence of bifurcations and chimera states in a pair of 

elastically coupled self-excited inertia wheel double pendulum arrays depicted in Figure 1 (left). We derive 

the equations of motion and examine the complexity of coexisting synchronous and asynchronous self-excited 

oscillations in the coupled arrays each with three planar pendula augmented with rotating inertia wheels 

governed by a linear feedback mechanism. 

 

 
 
Figure 1: Definition sketch of the coupled pair of inertia wheel pendulum arrays (left) and example in-phase synchronized response 

and nonstationary decoherent chimera oscillation dynamics (right). 

 
Results and Discussion 

 

We combine an analytical and numerical investigation to determine the bifurcation structure of the self-excited 

elastically coupled arrays which exhibit periodic limit cycle oscillations and non-stationary rotations. We 

investigate the synchronous dynamics and the emergence of chimera states within the system and make use of 

the Kuramoto order parameter [4] which enables identification of synchronized in-phase or anti-phase 

solutions where the order parameter for both arrays is unity in comparison to chimera state where the order 

parameter for one of the coupled arrays varies in an irregular manner between zero (describing a decoherent 

state) and unity (a synchronous state) as shown in Figure 1 (right). The combined analytical and numerical 

methodologies employed enable construction of a comprehensive bifurcation structure that sheds light on 

emergence of chimera states, synchronization and decoherence in the elastically coupled arrays in both 

oscillation and rotation regimes. 
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On the self-excited chatter vibration in motorcycles 
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Abstract. This study is focused on the understanding of the nonlinear effects of tyre forces and chain geometry on 

motorcycle chatter, a self-excited oscillation arising at the rear wheel during heavy braking manoeuvres. In particular the 

post-bifurcation criticality is assessed, whether subcritical or supercritical, with respect to travelling speed. 

Introduction 

An instability exists in the rear suspension of motorcycles typically called ‘chatter’ that is experienced during 

heaving braking in the frequency range from 17 to 22 Hz. The causes and mechanisms of this self-excited 

oscillation have been studied with many focusing on the interaction between rear wheel speed and rear suspension 

travel, involving the ‘driveline’ mode [2,3]. Previous work has thoroughly investigated the phenomenon using 

linear methods showing that it is caused by out-of-phase interactions in the normal load and longitudinal tyre 

forces, with analogy to flutter in aeroelasticity [2]. The gradient of the characteristic function of the tyre force [3] 

was shown to play a fundamental role in the onset of chatter, and the geometry of the chain transmission in its 

amplification. It has recently been demonstrated that the roll angle enhances instability in an indirect way, 

affecting the characteristic function of the tyre force. Stability analyses in the above-mentioned studies were 

performed on linearized models, either minimal models [2] or large multi-body models [3]. 

This study looks to assess the post-bifurcation criticality, whether subcritical or supercritical, with respect to 

travelling speed. This also includes the contribution of tyre relaxation [3], since this aspect has not been 

investigated in-depth in previous studies. A two-dof minimal model is considered, including the nonlinear terms 

due to geometry, tyre characteristic function and tyre relaxation. To study the post-bifurcation behaviour and the 

existence of limit cycles, the harmonic balance method is adopted in combination with Floquet theory, aimed at 

identifying the most meaningful parameters in limit cycle generation, their amplitude and stability. 

Results and Discussion 

The nonlinear system without tyre relaxation is found to have a supercritical behaviour within the parameter 

domain of technological interest, with a single stable limit cycle (figure a: limit cycle in terms of longitudinal 

Fx and vertical Fz tyre forces, and effects of different tyre relaxation models; figure b: bifurcation diagram as 

a function of travelling speed, for different values of tyre slip coefficient 0, showing supercritical behaviour). 

The growth of the limit cycle soon after the linear stability boundary in any case is strong enough to overcome 

the limits of what could be acceptable for motorcycle stability. A sensitivity analysis is performed to identify 

the influence of each of the model parameters on the limit cycle amplitude, with the aid of bifurcation diagrams, 

confirming that the main driver of nonlinear asymptotic behaviour comes from the tyre force characteristic 

function. Tyre relaxation produces destabilizing effects both in the linear and nonlinear models, however, 

adopting realistic values of relaxation length, those effects are found to play a minor role.  
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Investigation of the control characteristics for a driver-vehicle system with steering and
throttle control
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Abstract. We investigate the control characteristics of a human driver or driving robot of a simple two-wheel vehicle
model along a steady-state cornering motion using the “simplified precision model” by McRuer. The aim of this talk is to
obtain ranges of driver parameters, that could map human driving behaviour and lead to a stable motion for varied reaction
time.

Vehicle and control model

We investigate the stability of a controlled understeer vehicle along a steady-state cornering motion, according
to the model described in [1]. To control the trajectory of the vehicle, the human driver is assumed to either
adjust the front steering angle δF or the driving torque MR of the rear wheels, according to the deviation of
a point P ahead of the vehicle from a reference circle, as displayed in Fig. 1. If we denote the deviation of
the point P from the reference circle by ∆rP and the deviation of the control input u ∈ {δF ,MR} from the
stationary value by ∆u, the “simplified precision model” [2] takes the form

TM
d∆u(t)

dt
+∆u(t) = cP∆rP (t− τ) + cD

d∆rP
dt

(t− τ), (1)

with human reaction time τ , delay time TM , and control gain parameters cP and cD.
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Figure 1: Geometric relations for the driver’s preview model:
To follow a circle with radius r0, the driver spots a point P
at a distance LP straight ahead of the vehicle, which should
move along a circle with radius rP0.

According to [3] it is necessary, that the control loop satisfies cross-over conditions, which guarantee that the
driver adapts his/her control inputs to individual vehicles characteristics. We could find boundaries of the
(human) controller parameters for stable cornering depending on varied reaction time τ .
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Modelling and Simulation of the Nonlinear Vibrations of Axially Moving Long Slender
Continua in Tall Host Structures
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Abstract. Mixed Eulerian-Lagrangian rod finite elements are developed to simulate the transient dynamic behaviour of
a suspension rope system of a high-rise elevator subjected to a harmonic sway of the host structure. The suspension cable
is modelled as a Kirchhoff rod with full account for inertia, bending stiffness and the geometrically nonlinear coupling
of transverse and axial vibrations. The time varying natural frequencies of the suspension system are compared against
results available from the literature and primary system parameters are varied to conclude on their impact on the transient
elevator operation. The model becomes particularly advantageous for large vibrations at or near the resonance.

Introduction

Lifting systems, such as cranes, mine or elevator hoists, feature axially moving ropes and cables, whose length
vary during the operation. These axially moving slender continua with variable length exhibit a rich dynamic
behaviour and are susceptible to parametric, self-excited or external excitations. Hence, proper design of such
systems with regard to safety and comfort of operation or lifetime estimation requires an accurate mechanical
model and a computationally feasible solution thereof.

Benchmark problem, computational model and its validation

We develop and validate a geometrically nonlinear finite element scheme for
the transient simulation of a simple elevator model depicted in the figure on the
right. It features an elevator cabin of mass M that is suspended by a single
rope with time-variable length L(t). The elevator is situated in a tall building
structure that is assumed to sway harmonically in a cantilever bending mode
Ψ(η) due to wind loading, where η = z/Z0 denotes the dimensionless vertical
coordinate, counted from the ground level. The imposed building motion causes
vibrations of the suspension system, whose response changes dynamically as the
elevator car is moving in the hoistway.
The proposed finite element model of a Kirchhoff rod for the suspension cable
features a variant of the Mixed Eulerian-Lagrangian kinematic description estab-
lished in [1, 2]. The variable length of the suspension rope is taken into account
by means of a hybrid (stretched) coordinate σ ∈ [0, 1], with a spatially fixed
(Eulerian) node at the entry to the domain and a material (Lagrangian) node at
the elevator car. The present scheme numbers among the group of Arbitrary-
Lagrangian-Eulerian methods, whose utility for the simulation of reeving sys-
tems is well recognised [3].
Traditional methods rely on the semi-analytical treatment of the governing system of partial differential equa-
tions by means of the Galerkin procedure using the eigenmodes of the axially moving continua as shape func-
tions. They rely on some simplifying assumptions regarding the amplitude of oscillations or the coupling of
transverse and axial vibrations. Specifically, in [4] and [5] different variants of the problem at hand based on
the same geometric setup are investigated.
For a range of practical parameters, first, finite element simulations are compared against results available in
the literature regarding the system’s basic oscillatory response (frequency & amplitude), and, secondly, the
influence of selected key parameters on the transient response of the elevator system is established.
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Abstract. In this contribution, we propose a hybrid approach for the data-driven prediction of forced oscillations. The
combination of a linear transfer function in frequency domain and an Autoregressive Neural Network (ARNN) is used to
model the nonlinear transfer behaviour. For validation purposes, the oscillations of the DUFFING equation, experiencing
generic functions as excitation and an automotive use-case based on measurement data, are investigated. Finally, we
compare our approach to classic non-hybrid approaches and consider different ARNN architectures.

Introduction

The use of Neural Networks (NN) for the identification and prediction of nonlinear vibration behaviour is
an exciting field of research, given the vast number of physical and engineering applications. In particular, for
time series prediction, several pure Deep Learning (DL) based architectures have been proposed due to the rapid
progress in NN research [1, 2]. Once trained, this NN approach enables low-resource, real-time predictions of
system responses. While these architectures perform well for many applications, they often lack generalization
capability for unseen input data and longer prediction lengths. Furthermore, they may become problematic
when depicting the dynamic oscillating behaviour in forced nonlinear systems [3, 4, 5]. We, therefore, explore
a hybrid modelling approach to approximate the nonlinear transfer behaviour between the external excitation
and the system response. The main building blocks are the linear transfer function in frequency domain to
include the linearized oscillating behaviour of our system into the architecture and an Autoregressive Neural
Network (hybrid-ARNN) to account for nonlinear influences. In a two-step process, we firstly approximate the
linear transfer function to the given data. Afterwards, the ARNN is trained with the nonlinear system response
data using the linear solution and the external excitation as input in an autoregressive setting:

ŷ(t+ 1) = ylin(t+ 1) + fϕ(x
s(t+ 1),ylin

s(t+ 1),ynl
s(t)), (1)

where ŷ(t + 1) describes the predicted system state at timestep t + 1 while ylin(t + 1) the corresponding
linear solution. The external excitation is defined as xs(t) where s indicates a sequence (last s time steps)
The previous linear and nonlinear system states are defined as ylin

s(t + 1) and ynl
s(t). Lastly, f(·) defines

the mapping by the NN with architecture-specific parameters ϕ. We compare Feedforward NN, which are
easier to handle and can contain basic properties such as symmetry, to gated recurrent NN, which have internal
memory to save information over time. All models are trained using adaptive gradient decent techniques in
either closed-loop or open-loop environments.

Results and Discussion

We investigate oscillations of the DUFFING equation ẍ + 2Dẋ + x + αx3 = f(t) and an automotive use case
based on measurement data. DUFFING system data is synthesised with generic external excitations f(t) (white
noise, sweep signals, sine functions) using a DORMAND-PRINCE integration method. The automotive use case
extends this one-dimensional theoretical case towards a multidimensional excitation and response for real-world
training and validation data from testing tracks. We investigate multiple regularization techniques and show a
clear dependency in accuracy due to specific hyperparameters. Our examples emphasize that the proposed
hybrid-ARNN achieves significantly higher prediction accuracy than classical linear methods and converges
faster than pure ARNN during training. Feedforward NN train faster and achieve superior accuracy in time and
frequency domain, while gated recurrent NN suffer from a recency bias in training. Furthermore, we show that
a special penalty formulation applied to the weights significantly reduces the training parameters’ sensitivity.
We conclude that our novel workflow defines a suitable approach for the prediction of forced vibrations in
academic examples as well as for a real-world case based on multidimensional measurement data.
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Abstract. Vehicles with a beam axle setup, such as trucks, can experience a problem known as “axle tamp”, where the 

rear axle and wheels undergo a potentially damaging self-sustaining vibration in the vertical, longitudinal and torsional 

directions. As the automotive industry continues the move towards electrification, it is unknown to what extent adding 
electric motor(s) to the powertrain changes the problem. The nonlinear nature of the problem make analysis difficult 

without an efficient method such as bifurcation analysis used in this research. The results characterize an axle tramp 

region in the electric-drive truck model which is compared to a car with internal combustion engine (ICE). The 

bifurcation analysis proves to be an efficient way to identify the instability leading to axle tramp, and the harmonically 
forced bifurcation analysis reveals a further region of tramp not previously observed. 

Introduction 

Vehicles with a beam axle setup can undergo a problem known as “axle tamp”, in which the rear axle and 

wheels undergo a potentially dangerous self-sustaining oscillation, with unwanted motion occurring in the 
vertical, longitudinal and torsional directions. Previous work on the tramp topic is focused on cars, mainly 

from the 1960s [1] with few studies relating the work to modern vehicles [2]. With the move towards 
electrification, it is unknown to what extent tramp will be an issue in larger electric vehicles such as trucks. 

This study aims develop a low order EV truck model and conduct an initial analysis to determine if tramp 

exists in the system. The authors propose bifurcation methods as a way to study the problem [3], [4] . 

Results and Discussion 

Figure 1. Bifurcation diagrams for: truck (a) and car (b). Angular displacement of the wheel, 𝛿𝑥, as a function of engine speed, 𝛺. 

Fig 1 presents an initial bifurcation analysis, showing the electric truck model undergoing tramp (a), with an 

ICE car for comparison (b). The truck undergoes a Hopf bifurcation at Ω=40 rad/s, with any speed below this 

threshold causing the system to tramp. A fold bifurcation at Ω=102 rad/s acts an upper limit on where tramp 

can be observed depending on initial conditions. The torsional vibration, 𝛿𝑥, occurs up to a maximum of 5 

radians. The torsional vibrations are smaller than the car but occur over a larger speed range. 

Figure 2. Comparison of the augmented truck (a) and car (b) models. Note that the x-axis starts from the known location of the fold 
bifurcation in the limit-cycle branch of the unaugmented model. Z is the vertical displacement of axle and wheel. 

The models can be extended to include a simple harmonic forcing term. Fig 2b shows an unstable resonance 

at 67 rad/s in the car model, in addition to the previously observed result, which leads to tramp at a frequency 

higher than predicted by equilibrium bifurcation analysis as shown in fig 1b. However, the truck does not 
exhibit unstable oscillations at high frequencies, even at extreme values of forcing amplitudes (Fig. 2a).  
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Reversing Along a Curved Path by an Autonomous Truck–Semitrailer Combination 
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Abstract. In this paper, the stability analysis of the reverse motion along a circular path is presented for the truck–semitrailer 
combination. The dynamics of the low-speed manoeuvre are investigated with the single track kinematic model, supplemented 
with the model of the steering system. The time delay emerging in the control loop is also considered. The actuation is achieved 
by the steering of the truck, for which a linear feedback controller is designed to ensure the stability of the motion, meanwhile, 
a geometry-based feedforward steering angle is also used to force the system to the desired path. Linear stability charts are 
calculated in order to properly tune the control gains of the feedback controller with respect to the curvature of the path. 

Introduction 
The development of self-driving cars is widely known, however, besides passenger cars, such autonomous 
features are also investigated for various truck-trailer vehicle systems [1, 2]. Advanced driver assistance 
systems (ADAS) are already available for trucks, which has relevantly reduced the risk of severe road 
accidents, although several types of trucks in freight transport travel continuously almost every day of the year. 
These vehicles spent most of their working hours on motorways or in loading bays. Maneuvering in the loading 
bay is one of the most difficult and time-consuming tasks of a truck driver. Therefore, installing a fully 
autonomous control system in this area could save time and money for the companies and reduce accidents 
during loading, too. The purpose of this paper is to introduce a control algorithm for stabilizing the reverse 
motion of the truck–semitrailer (the most commonly used vehicle system in freight transport) along a circle. 
The investigation of this manoeuvre could be the basis to realize general path-following control, as it is 
intended in our future work. 

Method and results 
The so-called kinematic model of the truck–semitrailer combination is shown in the left panel of Figure 1. The 
black dashed line represents the desired path followed by the trailer axle (point T). In this work, we assume 
that the curvature of the path is constant, i.e., a circular track is followed. First, the equations of motion are 
expressed with nonholonomic constraints, and a coordinate transformation is applied in order to describe path-
following motion [3]. Feedforward and linear feedback controller are designed, where the time delay 𝜏 
emerging of the control loop is considered. Stability charts are computed with semi-discretization method to 
determine the control gain domains, where the desired motion is stabilized. The effect of the curvature κ on 
stability is shown in the right panel of Figure 1, where the colored areas belong to stable control gain setups 
for three different values of curvature. As shown, our results can help the careful selection of the control gains 
for which stability for any curvatures is ensured. 

Figure 1: Mechanical model of the truck–semitrailer combination, and a stability chart representing the effect of the path curvature κ 
on stability (𝑉 = −3	m/s, 𝑎 = −0.8	m, 𝑙 = 3.5	m, 𝑙! = 10	m, 𝜏 = 0.1	s) 
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The effects of road curvature on the stability of path-following of automated vehicles
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Economics, Műegyetem rkp. 3., H-1111 Budapest, Hungary

∗∗ELKH-BME Dynamics of Machines Research Group, Budapest University of Technology and Economics,
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Abstract. The stability analysis of a path-following controller for automated vehicles is presented, with the consideration
of path curvature and feedback delay. The analysis is based on a kinematic vehicle model expressed in a path reference
frame. The steering controller includes feedforward and feedback terms, and the time delay in the control loop is also
considered. The effects of parameters such as the vehicle speed and the path curvature are analyzed using compact
analytical expressions and stability charts. The results help the designer select the optimal control gains and the limitations
of tuning the controller with the assumption of a straight-line reference path are also shown.

Introduction

Designing stable and safe path following controllers with sufficiently high performance is a crucial step to-
wards vehicle automation and it is also a cornerstone of many advanced driver assistance systems, such as
lane-keeping and lane changing control. There are many different approaches to design the corresponding
controllers, from simple geometrical considerations to machine learning-based methods [1].
In this study, the analysis of a steering controller for path following is presented, with the consideration of time
delay in the control loop and the curvature of the reference path. The calculations are based on a kinematic
single-track vehicle model, which allows us to present the results in the form of compact analytical expressions.
The lateral constraint forces at the wheels are also calculated to ensure that loss of traction does not occur.
Using a coordinate transformation, the vehicle model is transformed from the global coordinate system to a
path reference frame (see Fig. 1(a)), so that the vehicle motion is described with respect to the reference path
[2].

Figure 1: (a) Vehicle model in path reference frame. (b) Stable domains of control gains Pe and Pθ depending on the path curvature
κC. (c) Optimal control gains in terms of fastest decay for different values of path curvature and vehicle speed.

Results and discussion

In order to achieve stable path following, the steering angle is generated using a combination of feedforward
and feedback control. The feedforward term is used to determine the ideal steering angle corresponding to the
path curvature based on the kinematics of the vehicle, while the feedback controller ensures the stability of
tracking the reference path. The feedback action is based on the lateral deviation eC and the angle error θC of
the vehicle with respect to the reference path, and the feedback delay τ in the control loop is also considered.
The stability analysis of the controlled vehicle is performed by linearizing the system along the equilibrium
of stable path following with zero tracking error. Analytical expressions are then derived for the stability
boundaries of the linearized system. This allows us to gain a deeper understanding of how certain parameters
affect stability and how the control gains should be adjusted depending on the vehicle speed and the curvature
of the reference path (see Fig. 1(b)). The optimal control gains that lead to the fastest decay of the linearized
system are also determined and analyzed (Fig. 1(c)). In particular, we show the limitations of tuning the
controller with the assumption of a straight-line reference path and the safe ranges of vehicle speed and path
curvature for a given controller are also determined.
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Abstract. The nonlinear dynamics of towed two-wheeled trailers is investigated. A spatial 4-DoF mechanical model
is used, where all the yaw, pitch and roll motions are considered. Geometrical nonlinearities and the non-smooth charac-
teristics of the tire forces are taken into account. A possible control algorithm is analyzed, which actuates by means of
braking to one of the wheels of the trailer. Numerical bifurcation analysis is performed in order to investigate the large
amplitude vibrations and unsafe (bistable) zones, where the stable rectilinear motion and the stable limit cycle coexist. It
is shown, that with appropriately chosen control gains, the size of the bistable region can be decreased.

Introduction

Vehicle handling and stability are critical factors when investigating the so-called snaking motion of trailers.
Most of the previous studies are limited to linear stability analysis and/or are based on in-plane models. Here,
we investigate the nonlinear dynamics of two-wheeled trailers with a spatial mechanical model. The applied
4-DoF mechanical model is shown in Fig. 1(a), for which the governing equations are summarized in [1].
In order to reduce the unwanted vibrations of the system, stability control is applied, namely, braking forces
are driven to the wheels. In [2], the effect of the braking forces is emulated via a control moment. Here, a more
reliable model is analyzed, where stability is achieved via braking forces that are proportional to the yaw rate
ψ̇, see panel (a) of Fig. 1. A deadzone of the controller is also considered, where no braking force is actuated.
The non-smooth characteristics of the right and the left braking forces can be formulated as

F brake
R =

{
D(ψ̇ − ψ̇0) , if ψ̇ > ψ̇0

0 , if ψ̇ < ψ̇0

F brake
L =

{
−D(ψ̇ + ψ̇0) , if ψ̇ < ψ̇0

0 , if ψ̇ > ψ̇0

, (1)

where D is the control gain for the yaw rate and ψ̇0 is the deadzone of the controller.
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Figure 1: The spatial, 4-DoF mechanical model of towed two-wheeled trailers with the braking force for the right wheel (a), bifurcation
diagrams of the uncontrolled and the controlled system for the yaw angle ψ with respect to the towing speed v (b).

Results and discussion

Nonlinear bifurcation analysis of the system is performed with the help of DDE Biftool [3], where the non-
smooth characteristics of the tire forces and the braking forces are handled by a smoothed version of the
Heaviside-function. The bifurcation diagrams of the uncontrolled and the controlled system are depicted in
Fig. 1(b) for parameter values described in [1] and for the vertical payload position h = 0.27m. Since the con-
troller has a deadzone, the critical speed of the linear stability boundary (where Hopf bifurcation takes place)
does not change due to the stability control. However, the unsafe zone (i.e. the bistable region) is reduced
compared to the uncontrolled case.
As a future work, the feedback delay of the controller could be taken into account to tune the control gain with
respect to the optimal performance of the controller.
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Abstract. The dynamic behavior of tires is of great interest in the tire design process. Due to difficulties in acquiring 

experimental data (e.g. contact patch measurements) and the time consuming procedure of building prototypes, numerical 

models are needed. The nonlinear Finite Element Method is employed to accurately model the complex nonlinear structural 

behavior of tires. While the Arbitrary Lagrangian Eulerian formulation is predominantly used in literature, an alternative newly 

developed tire model based on the Total Lagrangian formulation is presented. It is shown that both formulations show similar 

results and that the influence of the excitation caused by the mesh in the Total Lagrangian formulation is limited. Furthermore, 

the influence of multiple modeling parameters on the dynamic response of the tire is investigated. 

Introduction 

Tires are a major noise emission source, especially for electric vehicle, and can lead to significant interior and 

exterior noise. The noise emission originates from the dynamic vibrations of the tire, where the main excitation 

source of the tire is the tire/road interaction [1]. To properly asses the structural behavior of tires to optimize 

the design for noise emission, fuel consumption or handling, accurate models are required in the process. The 

need for numerical models is caused by the inaccessibility of certain measurement quantities such as 

displacement in the contact patch and the time consuming procedure of prototyping and testing. Due to the 

present geometric, material and rolling contact nonlinearity accurate, predictive Finite Element (FE) tire 

modelling poses a challenge. In literature predominantly the Arbitrary Langrangian Eulerian (ALE) 

formulation is used [2,3], but the ALE formulation is only applicable to axisymmetric tires. By using a TL 

formulation for the tire model an arbitrary tire and tread geometry can be assessed. In theory the TL 

description [4] is more comprehensive, but a direct comparison for tires is missing in literature.  

Figure 1: Total Lagrangian tire model mesh and dynamic deformation 

Results and Discussion 

The main disadvantages of the ALE formulation are limitations in tire geometry (e.g. detailed tread patterns) 

and difficult treatment of viscoelastic material behavior. While these drawbacks are resolved by the use of 

the TL formulation, the main challenge is to limit the contamination of the dynamic excitation caused by the 

spatial discretization of the TL FE model (see Figure 1). This excitation is generated by the actual rotation of 

the mesh in the TL formulation as opposed to the stationary mesh in the ALE formulation, where the rotation 

is described in an Eulerian way. 

In this work, the tire model is created by the use of 3D volumetric elements in an inhouse FE code including 

geometric and material nonlinearity. A time domain simulation of the tire model interacting with a rigid road 

profile is carried out for both formulations. The dynamic behavior of the tire in both cases is compared. It is 

shown that the TL formulation yields equivalent results as the ALE formulation and the excitation caused by 

the mesh is limited. Furthermore, the parameter influence of the modelling parameters (e.g. road roughness, 

material parameters or speed dependence) on the vibrational behavior is analyzed. 
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Dynamic response of a geometrically nonlinear quarter car model with a MacPherson
suspension travelling on a harmonic road profile
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Abstract. We perform a detailed study of the geometrically nonlinear quarter car model with a MacPherson suspension
system. This study fills the gap in the literature on the influence of the geometric nonlinearity of the MacPherson suspen-
sion system on the dynamic response of the car. A kineto-dynamic quarter car model accounting for the kinematics of the
MacPherson suspension under dynamic conditions is considered. We have found interesting features like transition from
softening to hardening nonlinearity with increase in the suspension stiffness for a given harmonic base amplitude.

Introduction

MacPherson strut shown in Fig.1(a), is a popular passive suspension for passenger cars due to its low cost
combined with acceptable performance, easy assembly, and compactness. Most studies [1, 2] on suspension
performance consider a simplified reduced-order model of quarter car wherein the strut deformation is aligned
with the vibrational direction of the sprung mass resulting in a linear system. Even though this model gives
reasonable estimates for the performance; it does not consider the geometric nonlinearity arising due to inter-
connection between the various members of the suspension assembly. In this paper, we have focused explicitely
on the various phenomenon associated with this geometric nonlinearity which has been ignored in most previ-
ous studies.
A kineto-dynamic quarter car model accounting for the kinematics of the MacPherson suspension to dynamic
responses is considered. Based on existing literature, we have included the wheel hop frequency by considering
a linear tyre stiffness along with linear stiffness and damping of the shock absorber in the formulation of a
comprehensive quarter car model of MacPherson suspension as shown in Fig.1(b). We derive a two degrees
of freedom mathematical model, with respect to ground reference coordinate, using the Lagrangian approach.
This model is validated against a similar model assembled in the multibody dynamics simulation software MSC
Adams. We review the dynamic features of this linkage suspension in time as well as frequency domain.
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Figure 1: MacPherson suspension assembly (a), Quarter car model of MacPherson suspension assembly (b), and Normalized amplitude
response for different suspension stiffness in our quarter car model under harmonic base amplitude of Zb = 0.06 m (c).

Results and discussion

A detailed discussion on the influence of the geometric nonlinearity on the dynamic response is covered in this
work which will be presented at the conference. As a sample, we show that the response to harmonic base ex-
citation changes from softening to hardening with an increase in the suspension stiffness, as shown in Fig.1(c).
We have ascertained that the geometric nonlinearity associated with the strut deformation is hardening in na-
ture, while that associated with the vertical tyre deformation is largely softening. The geometric nonlinearity
due to the lateral tyre deformation is softening for small amplitude response which transitions to hardening even
for moderate responses. A combined effect of all of these behavior involves a softening to hardening transition
in the response, with the transition amplitude depending on the relative stiffness of the various components.
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Abstract. The present work presents the investigation of energy harvesting in a portal frame coupled with a non-linear 

electromagnetic energy sink, excited by an unbalanced DC motor. The energy scavenging is performed by two sources: a 

piezoelectric material and the energy generated by the electromagnetic energy sink. The coupling of the structure with the 

piezoelectric material and the electromagnetic energy sink resulted in a non-linear electromechanical coupling model.  For 

dynamics, the analysis of the system considers bifurcation diagrams, phase portraits, power spectral densities, and 0-1 test. 

Numerical simulations show the existence of chaotic behavior for some regions of the parameter space. Additionally, to control 

the vibration amplitudes of the structure and improve energy production, an adjustment of the parameters of the non-linear 

electromagnetic energy sink is proposed. 
 

Introduction 
 

The main advantage of nonlinear energy harvesters is the conversion of energy over a wider range of 

frequencies of vibrations [1-2]. The Fig. 1a illustrates the portal frame coupled with a non-linear 

electromagnetic energy sink, excited by an unbalanced DC motor, and Fig. 1b illustrates the displacements for 

Portal frame and NES for Eq. (1). 
 

 (a) (b) 
 

Figure 1: (a) Portal frame energy harvester scheme with nonlinear-energy sink. (b) Portal frame and NES displacements in non-

dimensional form. 
 
In Eq. (1) is presented the mathematical model for Fig. 1a in dimensionless form [1-2]. 
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Results and discussion 
 

Numerical simulation results demonstrate a chaotic behavior (test 0-1, k=0.9), for parameters: 1 0 1.  , 1 1 

, 3 0 2.  1 8 373.  , 1 0 05.  , 2 100  , 3 200  , 2 0 1.  , 3 0 5.  , 1 1  , 2 5  , 0 20.  , 0 60. 

, 1 00.   and 1 00.  . The numerical results showed a powered generation of the 1.0022 units for using 

PZT, and 0.1243 units, for using of the non-linear electromagnetic energy sink.  
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An electromagnetic vibro-impact nonlinear energy sink for effective energy harvesting
and vibration reduction of vortex induced vibrations
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Abstract. An electromagnetic vibro-impact nonlinear energy sink (EM-VINES) is proposed as a new type of vibration
absorber and energy harvester in the application of vortex induced vibration (VIV). The considered system consists of a
cylinder-like bluff body subject to an oncoming flow, coupled to a magnet attachment moving in coil of gap enclosure. It
is found that EM-VINES can achieve fast targeted energy transfer over the whole lock-in region, thus providing a much
more efficient way to absorb and harvest the VIVs than the classical linear and nonlinear ones.

Introduction

Vortex-induced vibration (VIV) is a special fluid-structure coupling phenomenon, that can be widely observed
in various engineering fields when a flexible bluff body is subjected to an oncoming flow. Under a certain range
of flow velocities, the structure exhibits near-resonant motions, termed as lock-in regime [1]. Suppression of
VIVs by active and passive methods represents a significant topic in this field. Among passive methods, the
use of a Nonlinear Energy Sink (NES) has gained much attention in recent years [1-3]. Thanks to the irre-
versible targeted energy transfer (TET) mechanism, an NES can resonate with different modes of vibration of
the primary system to localize energy efficiently. On the other hand, prospects of VIV-based energy harvesting
techniques could be found in[4,5].

Model description and analysis

In this contribution, we introduce an electromagnetic vibro-impact nonlinear energy sink in the vortex-induced
vibrations, for both purposes of vibration suppression and energy harvesting. Such an EM-VINES was first
proposed by the present author in [6] by employing a magnet moving inside the clearance of a coil-fixed
primary structure. Preliminary numerical and analytical demonstrations of an EM-VINES coupled to a linear
oscillator for effective vibration suppression and energy harvesting have been performed in [6,7]. The aim now
is thus to introduce EM-VINES to the practical application of VIVs, see in Fig.1(a). The system consists of a
cylinder host structure that undergoes an air flow with velocity U in the y direction, be able to activate VIVs in
the x direction. A permanent magnet is attached in the coil-fixed clearance 2∆. Fig.1(b) gives an example of
the non-dimensional response amplitude of the cylinder with or without EM-VINES, a good reduction within
the lock-in region could be observed. In Fig.1(c), the normalized electric power is reported, confirming the
effectiveness of EM-VINES for energy harvesting.

Figure 1: (a) Schematic of the cylinder structure coupled to an EM-VINES, (b) non-dimensional vibration amplitude η1 of the host
cylinder without (black) or with (with) an EM-VINES, (c) electric power Pelec harvested by the EM-VINES.
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Abstract. In ocean engineering applications, parametric resonance is normally detrimental for both the stability of
large structures and energy extraction efficiency, so the vast majority of effort in the literature is towards preventing
and reducing it. Conversely, this paper purposely introduces a 2:1 parametric resonance into a pitching wave energy
harvester to inherently increase the energy absorption capabilities. Such a change in perspective is enabled by the use of a
computationally efficient nonlinear hydrodynamic model, that is able to articulate such a parametric instability in a design-
oriented simulation framework. The introduced 2:1 instability is found to be promising, since a significant amplification
is obtained in the 2:1 region, where the oscillation amplitude is similar or even higher than in the 1:1 region.

Introduction

Wave energy harvesters (WEHs) are devices that respond to the external wave excitation force, typically with
an oscillation motion. WEHs are required to improve their performance to become economically competitive.
Efforts to this objective include design optimization and real-time control strategies; however, the underlying
linear models, normally used due to computational convenience, are unrepresentative when large motions oc-
cur. In addition, the use of linear models causes blindness to instability, which is then discovered only after the
preliminary design; consequently, effort is just invested towards after-corrections or live-limitation [1]. How-
ever, having a representative and fast numerical model may enable to incorporate such instabilities already
at the early stages of design. With this perspective, this paper proposes to embed parametric resonance into
WEHs, making it an enabling rather than a detrimental factor: a 2:1 resonance condition is defined by design
into a heaving-pitching device, assuming energy extraction in the rotation DoF. Parametric resonance is artic-
ulated via a computationally efficient nonlinear Froude-Krylov (NLFK) force model [2]. The claim, herein
demonstrated, is that parametric resonance can expand the operational bandwidth of the WEH.

Results and discussion

Figure 1 clearly shows the region of 2:1 parametric resonance (around Tw = 1
2T5), where there is a sharp

increase of the pitching motion; the amplitude also bends towards larger periods as the wave height increases:
such a bending behaviour contributes to enlarge the operational bandwidth of the response. It is also possible to
appreciate a nonlinear coupling with heave, which shows a clear decrease as the pitching angle increases; this
is usually detrimental for WEH that exploit heaving for the extraction, while is beneficial for WEH working on
the pitching DoF. Conversely, in the 1:1 parametric resonance region, the coupling causes a significant increase
in the heave motion, which drains energy from the pitching DoF.

Figure 1: Amplitude of response for heave (left) and pitch (right), according to the linear (top) and nonlienar (bottom) models. The
dash-dot and dashed red lines highlight one or half of the pitching natural, respectively. The white region indicates capsizing.
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Abstract. A broadband magnet-induced cantilever piezoelectric energy harvester (PEH) is designed, realized and coupled 

to a nonlinear energy sink (NES). The cantilever beam has a magnet attached to the tip and is coupled to the NES through 

magnetic force. The NES consists of a spring, a slider, and an oscillator mass with a magnet. The magnets generate 

nonlinear attractive or repulsive force between the cantilever and NES make the structure monostable or bistable. The 

structure are simulated and tested to observe the energy harvesting performance. Compared with simple piezoelectric 

cantilever beam, the NES enhanced version has a wider energy frequency band. The distance between magnets is adjusted to 

observe its effect on the harvested power. 

Introduction 
 

The NES has a variable natural vibration frequency, which can produce a series of resonance captures with 

the primary structure, effectively achieving a wider vibration absorption frequency band compared to linear 

absorbers. By combing the NES with a vibration energy harvester, it can effectively absorb the vibration 

energy from the primary structure and convert the vibration energy into electrical energy in a wider 

frequency band. In 2014, Ahmadabadi and Khadem [1] first proposed the concept of a vibration energy 

collection system consisting of NES and piezoelectric vibration energy collector, and optimized the system 

parameters globally, obtaining satisfactory energy harvesting effect. Fauve and Heslot [2] pointed out that 

stochastic resonance phenomenon can significantly enhance the vibration response of piezoelectric vibrator 

under low frequency and small amplitude mechanical vibration source, and increase the charge output. 

Therefore, here we will explore the use of NES to capture small amplitude low-frequency vibration, and then 

the NES vibrator excited the piezoelectric energy capture device (Figure 1), which generated high-frequency 

vibration and improved the capture efficiency of vibration energy. 

     
 

Figure 1: The Experimental Setup.                     Figure 2: Oscillators Displacement versus Frequency (a = 0.3g, d = 13 mm) 
 

Results and discussion 
 

Figure 2 shows the displacement of the oscillators when the distance of the magnets d is 13 mm under 0.3g 

acceleration. Sinusoidal forward sweep is adopted for excitation. In the range of 1~3.65Hz, the displacement 

of NES oscillator and PEH oscillator stay in one stable state, that is, intrawell vibration. Within 3.65~4.66Hz, 

the NES oscillator has a large amplitude of low-frequency vibration, while the PEH oscillator is excited to 

generate high-frequency vibration, meanwhile, the power generated is also the highest. Within 4.66~7.25Hz, 

the vibration will continuously switching between monostable and bistable states, resulting in interwell 

vibration. It turns to intrawell vibration within 7.25~12.68 Hz. Due to the PEH resonance, it turns to 

interwell vibration in the range of 12.68~16.37Hz. 
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Abstract. We present in this paper an experimental study dedicated to characterizing the response behaviour of bi-
stable Point Wave Energy Absorbers (B-PWAs) under harmonic wave excitations. To this end, we fabricate a small-scale
prototype of a B-PWA and analyze its response in an experimental wave flume under different wave frequencies and
heights. Using the experimental data, we delineate the complex dynamical features and types of motion (small-amplitude,
large-amplitude, periodic, aperiodic) that the B-PWA undergoes, and explore their influence on the power production
capabilities of the device. We generate a design map in the frequency–amplitude parameters space that demarcates
regions of qualitatively different response behaviors and use it to define an effective bandwidth wherein the B-PWA
performs unique periodic large-amplitude oscillations yielding maximum power levels.

Introduction

Traditional point wave energy absorbers (PWAs) operate based on the principle of linear resonance whereby
the frequency of the incident wave must match the natural frequency of the absorber to drive the buoy into the
large-amplitue motions necessary to generate usable power levels. However, the overlap between the spectrum
of the ocean waves and the PWA’s resonance bandwidth is typically difficult to realize for two reasons. First,
the natural frequency of the absorber is dictated by the stiffness of the hydrostatic (buoyancy) restoring force,
which is typically very high resulting in a natural frequency that is much higher than that associated with
naturally occurring waves in energetic marine sites. Second, the frequency of the incident waves is stochastic
in nature resulting in a broadband energy spectrum that makes the resonance based approach less than ideal for
wave energy absorption.
A large body of literature focused on divising active methods that help maintain the PWA in a proper tuning with
the frequency of the incident energetic waves. Including the intentional introduction of a bi-stable nonlinear
restoring element to broaden and shift the resonance bandwidth of the PWA towards lower frequencies [1-2].

Results and discussion

In this work, we design and construct a prototype of a B-PWA (Fig. 1 (B)) and test its response behavior under
harmonic incident waves. Using the experimental data, we generate design maps in the frequency– amplitude
parameters space that demarcate regions of qualitatively different response behaviors of the PWA. A sample
of this design map is shown in Fig. 1 (A). Where the region remarked as BL delineates the incident wave
parameters that lead to significant power levels. While outside this region the B-PWA produces negligible
power levels.

𝐵𝐿
𝐶𝐻

𝐿𝑜𝑐𝑎𝑙

𝐶𝐻+Local

𝑓, [Hz]

W
av

e 
h
ei

g
h
t,

 [
m

m
] Unfeasible 

waves

Buoy

Linear 

rail

PTO

Magnets

Windings

Magnets

Experimental setup

(A) (B)

Figure 1: (A): A bifurcation map that demarcates qualitatively-different steady-state motions of the PWA for various combinations of
wave heights and frequencies. BL: large orbits, CH: Chaos, nT : n-period periodic orbits. (B): Overview of the experimental setup.
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Self-tuning sliding mass electromagnetic energy harvester for dramatic frequency
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Abstract. This work investigates a self-adaptive electromagnetic energy harvester using a moving slider mechanism
through analytical and experimental methods. The slider moves along a beam with an electromagnetic transducer fixed on
its tip, which vibrates within an electromagnetic field. Due to external excitations, nonlinear coupling, because of Coriolis
and centrifugal forces, moves the slider along the beam until it settles down on an equilibrium position. This equilibrium
position further tunes the harvester to the excitation frequency, and thus increases the harvested power significantly due to
resonance. The coupled nonlinear system of equations is analyzed numerically using an adaptive mode shape algorithm
based on the instantaneous slider’s position. The results demonstrate a dramatic increase in the frequency bandwidth. This
further indicates that the current system can be operated over a wide range of frequencies without scarifying any portion
of the harvested energy to tune the system.

Introduction

Researchers have recently drawn their attention toward renewable energy sources for clean and sustainable
energy conversion and self-powered systems. Vibration energy harvester (VEH) can represent a suitable clean
sustainable source that converts environmental vibrations into useful power. These vibrations can be converted
into electrical power using electromechanical or electromagnetic VEHs [1]. VEHs are beneficial when tuned
to the excitation frequency; however, environmental vibrations have time-variable frequencies, making VEHs
effective only at limited frequencies. Increasing the frequency bandwidth can be demonstrated through different
passive and active techniques. Although active techniques are effective in tuning VEH, they require scarifying
a portion of the harvested energy or external power source. On the contrary, passive self-tuning VEH can be
obtained through a sliding mass mechanism [2]. The slider can move along VEH until meeting an equilibrium
position, and hence tuning VEH to the excitation frequency. Studies in the literature on self-tuning VEH were
limited to electromechanical VEHs, which are beneficial in small scale applications (∼ µW). Moreover, the
investigations of similar dynamical systems used conventional assumed mode through Galerkin’s projection,
although system mode shapes are time variable and not constant. In this work, we investigate analytically
and experimentally the dynamics of a self-adaptive electromagnetic energy harvester for large-scale energy
harvesting applications. Unlike techniques in the literature, we employ an adaptive mode shape algorithm to
enhance the current nonlinear system’s numerical analyses.

(a) (b)
Figure 1: (a): A schematic for the proposed VEH; (b) bandwidth enhancement near the first mode.

Results and discussion

A schematic for the proposed self-tuning VEH is presented in Fig. 1(a). Near each mode, the exact mode shapes
and resonance frequencies are determined for each possible instantaneous slider’s position. These frequencies
range from few hertz to several hundred hertz depending on the mode shape. Next, we continuously feed
these frequencies into the numerical simulation to adapt the slider’s instantaneous position. The results indicate
that the frequency bandwidth of the proposed VEH is significantly wider than that for conventional VEH, as
shown in Fig. 1(b) for frequencies near the fundamental mode. This enhancement in the harvested power
also holds for higher resonance frequencies and frequency regions in between. Although there is only one
equilibrium position near the first mode, several equilibrium positions may exist at higher modes. Therefore,
our investigations also reveal that the slider’s equilibrium position and the harvested power depend significantly
on the initial slider’s position and other parameters.
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Abstract. During the last decade, nonlinear vibration energy harvesters (NVEH) have attracted research interests for
their broadband characteristics. However, they also exhibit low-power orbits in which they may remain stuck, leading to
poor harvesting performances. In this paper, we study an orbit jump strategy that allows to jump from one of these low-
power intrawell orbits to high-power interwell orbits. This orbit jump strategy is based on the variation of the buckling
level of the bistable vibration energy harvester. We start with a brief presentation of the system dynamics, then we analyze
the performances gain with the proposed approach.

Introduction

The availability of vibrations in our environment and the development of wireless sensor networks motivates
researchers to develop energy harvesting systems to supply low-power electronic systems [1]. NVEH exhibit
broader bandwidths compared to their linear counterpart, making them particularly relevant for harvesting
energy from broad and time-varying vibration spectrum [2]. However, NVEH exhibit complex dynamics i.e.,
there exists multiple orbits of different power for a given vibration frequency. Some orbits are of low power,
which may lead to poor harvesting performances. Therefore, to improve the performance of NVEH, researchers
worked on the development of orbit jump strategies to shift from low-power orbits to higher power orbits [3].
In this study we use a bistable NVEH based on a buckled beam to which we apply an orbit jump strategy based
on the modification of the buckling level.

Results and discussion

Figure 1(a) shows a schematic representation of the Duffing-type piezoelectric vibration energy harvester with
two stable equilibrium positions (EP) for x = ±xw considered from [3]. This NVEH is composed of a me-
chanical resonator and an electrical extraction circuit. The NVEH is excited with a sinusoidal acceleration of
amplitude A and frequency fd. The harvested power is the one dissipated in the extraction circuit, which is
simply a resistor R. This orbit jump consists in dynamically modifying the buckling level by adjusting the EP
xw of the NVEH. We supposed that the system starts on a low-power orbit. The initial value of the EP xw(0)
is xw, thereafter we modify the EP with a factor k0w at t0: xw(t0) = k0wxw(0). The new value of the EP is
maintained for a certain duration ∆t. Then, from the instant t0 + ∆t the EP is further modified with a factor
k1w such as: xw(t0 + ∆t) = k1wxw(0). Figure 1(a) shows the evolution of the EP. Therefore, the investigated
orbit jump strategy depends on four influence parameters (t0,∆t, k0w, k

1
w). We used an evolutionary algorithm

in order to find optimum parameters combination. The criterion to maximize is the total harvested energy on a
duration of 100 Td that takes into account the invested energy to modify the buckling level. Figure 1(b) shows
an example of a successful application of such an orbit jump strategy for fd = 50 Hz.

Figure 1: (a) NVEH scheme. (b) Trajectory in the dimensionless phase plane for fd = 50 Hz, A = 2.5 m/s2 with (t0,∆t, k0
w, k

1
w) =

(2 × 10−3, 7 × 10−3, 5.30, 3.50). The system starts on a low power orbit (blue) and converges to a high power orbit (red).
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Abstract. In this study, electromechanical coupling is used to optimize and change the performance of an electrome-
chanical harvester. The obtained results demonstrated that the electromechanical coupling is inherently nonlinear and
can introduce new resonances. The special design of coils and/or magnet allows for the modification of the shape of
electromechanical coupling, resulting in an increased energy harvesting. The experimental determined electromechanical
coupling model were compared to finite element analysis results. Finally, the shaker test was performed for different
electromechanical transducer configurations.

Introduction

An electromechanical coupling is a measure of the conversion efficiency between electrical and vibration en-
ergy The main disadvantage of electromagnetic harvesters is its low efficiency, which is caused by low vibration
levels and weak sensitivity outside the resonance region [1]. The motivation of the paper is maximizing elec-
tromagnetic energy harvester effectiveness without increasing harvester’s size. The autoparametric vibration
absorber, which is extremely sensitive to the system’s parameters, uses the proposed harvester as the pendulum
tuned mass damper [2].

Results and discussion
The vibrational electromechanical harvester generally consists of the magnet oscillating in the coil. The effec-
tiveness of harvester depends on the interaction between mechanical and electrical systems. This interaction
is referred as the as electromechanical coupling or transduction factor. The modification of the coupling can
improve energy harvesting without change in the transducer design. The two method of the electromechanical
coupling shaping is applied here. First method for shaping of the electromechanical coupling based on the
modification of the coil. The coil (called modular) consist of four separate independent coils (modules) which
can be connected in various way. Each of the modules can be activated separately or together (for example,
modules no. 1 and 4 can be activated). Moreover, the different shape (C, L) of the modular coil are constructed
and tested (Fig.1(a)).
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Figure 1: Electromagnetic vibration harvester (a) and exemplary shaped electromechanical coupling functions (b).
The second method is based on an oscillating magnet that has been specially designed. The magnet can have
a different shape (circular or rectangle) and/or consists of stacked magnets and spacers (repulsive or attractive
orientation).
The electromechanical coupling functions obtained for the coil with the active two modules 1 and 4 (blue line)
and for the specially built asymmetric magnet (green line) vs magnet position in the coil are shown in Fig.1(b).
As we can see, these functions differ from the typical electromechanical coupling (black line). Therefore, we
expected, that the proper configuration of the magnet-coil allows increase effectiveness of energy harvesting.
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Abstract. This contributions focuses on numerical studies on the simultaneous passive suppression and energy harvest-
ing from the galloping of a square prism. The suppressor/energy harvester is a bi-stable piezoelectric nonlinear vibration
absorver (BS-PNVA). Numerical studies revealed that the investigated device can be employed for the simultaneous pas-
sive suppression and energy harvesting.

Introduction

Two topics that have received attention in the last decades are the passive suppression of vibrations using non-
linear vibration absorbers (or, equivalently, nonlinear energy sinks) and the energy harvesting from structural
oscillations. As the working mechanism of the nonlinear vibration absorbers involves dynamic responses of
the device, some recent works take advantage of this localized motion for energy harvesting purpose. As an
example, reference [1] experimentally studied the response of the system composed of a platform to which the
suppressor/energy harvester is mounted.
Considering the suppression of the galloping phenomenon (a particular flow-induced vibration problem), the
experimental results shown in [2] reveal that a class of nonlinear vibration absorbers effectively mitigates the
vibrations of the main structure. The focus of this contribution is to present numerical studies that indicate that
BS-PNVA can simultaneously mitigate the galloping response and harvest vibratory energy. At least to the best
of the authors knowledge, similar studies are not found in the literature.

Mathematical model and results

The investigated system is composed of a square prism subjected to a uniform free-stream velocity profile. A
BS-PNVA, composed of a small mass mN linked to the main structure by means of a pre-compressed piezo-
electric spring and a dashpot of constant cN , works as the device for simultaneous suppression and energy
harvesting; see Fig. 1(a). No impact between the main structure and the BS-PNVA occurs. The nonlinear
equations of motion of the solid-fluid-electric oscillator are obtained in the dimensionless form, but not pre-
sented here for the sake of brevity of this abstract. The fluid forces are computed by means of the quasi-steady
approach; see [3].
Figure 1(b) shows the oscillation amplitude of the prism a a function of the reduced velocity. As can be seen
in this plot, the studied BS-PNVA is able to both postpone the critical reduced velocity associated with the
Hopf bifurcation and decrease the post-critical responses. The variation of the standard deviation of the electric
tension obtained at the energy harvesting circuit vs.t.d with the reduced velocity Ur is presented in Fig. 1(c).
From the analysis of Figs. 1(b) and 1(c) one can see that the BS-PNVA is useful for the simultaneous passive
suppression and energy harvesting from galloping. In the full paper, different parameters of the BS-PNVA will
be considered in the numerical simulations.

(a) Investigated problem. (b) Â(Ur). (c) vs.t.d(Ur).

Figure 1: Sketch of the investigated problem and examples of results.
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Abstract. A nonlinear bistable vibration energy harvester is an efficient system to convert vibration energy into electric-
ity to power mobile electronic devices, but they present a complex dynamic behavior and sensitivity to slight variations
of the parameters. This work aims to show a comprehensive analysis of uncertainties in asymmetric bistable energy
harvesters to obtain statistical information about how the variability of each parameter affects the harvesting process.

Introduction

Numerous efforts have been dedicated to nonlinear energy harvesters to convert vibrational energy into elec-
tricity using piezoelectric layers. Bistable energy harvesters have been extensively dedicated in the last decade
[1]. Even though they are powerful at a broadband frequency, these systems present complex dynamic behav-
iors due to nonlinearity. In addition, investigating this system can still be a major challenge when introduced
into an environment of uncertainty. Therefore, this work studies the effects of uncertainty parameters of the
asymmetric bistable energy harvester.
To obtain a sophisticated and reliable model, asymmetries are introduced to take into account the geometry and
manufacturing imperfections of the system. The system comprises a clamped-free ferromagnetic elastic beam
in a vertical configuration attached to a rigid base, where a pair of magnets is asymmetrically placed on the
lower part. The piezoelectric layers are glued on the beam’s highest part, responsible for converting the kinetic
energy into an electrical signal, which is dissipated in the resistor. An external periodic force excites the rigid
base. The harvester is attached to a plane with a sloping angle ϕ, creating an asymmetry force of the gravity of
the system. The lumped-parameter equation of motion for this system, presented in [2], are:

ẍ+ 2 ξ ẋ− 1

2
x (1 + 2δx− x2)− χ v = f cos (Ω t) + p sinϕ and v̇ + λ v + κ ẋ = 0, (1)

where x is the amplitude; v is the voltage; ξ is the damping ratio; f is the amplitude of excitation; Ω is the
frequency of excitation; λ is a reciprocal time constant; χ and κ represented the piezoelectric coupling terms;
δ is a coefficient of the quadratic nonlinearity; p is the equivalent dimensionless constant of gravity.

Results and discussion

Each variable is described by a uniform distribution as defined by [3]. Figure 1 shows the joint-CDF (joint
cumulative distribution function) of the mean power conditioned to each parameter of interest under different
nominal excitation conditions. This figure shows the correlation of each parameter with the mean power,
providing information on how to improve the power recovered.

Figure 1: Joint-CDF of mean power conditioned for each parameter of the model for different values of the amplitude of excitation.
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Abstract. Monitoring fishes migration, which can extend to distances of thousands of kilometers, via autonomous fish
tags is important to assess their populations. One constraint of current fish tags is the limited power of their batteries. We
propose the development of self-powered tags that generate their own power from a piezoelectric element attached to an
oscillating part of the fish body such as its flapping tail. To determine the functionality and potential of this technology, we
present simulations that determine the effects of attaching a piezoelectric element to a flexible substrate on performance
metrics including thrust generation, propulsive efficiency, and harvested electric power.

Introduction
Fish migration involves relocation of fish groups from one area or body of water to another for duration rang-
ing from one to 365 days. Electronic tagging is currently used for continuous monitoring and assessment of
the movement patterns of these groups and fishing levels, which are important to maintain healthy fish stocks.
The weight, volume and finite energy of today’s batteries that power fish tags limit their operational lifetime.
As such, a fish tag that does not fully rely on battery power would support the capability of monitoring fish
populations over longer periods. Noting the energy associated with fish body motions, one approach for devel-
oping self-powered tags is to mount or implant a piezoelectric element in a moving part of the fish body such
as its tail. Still, it is important to evaluate adverse impacts of such attachments on the fish propulsion force,
its efficiency, while considering the level of harvested electric power. We address these impacts by assessing
energy generated from a piezoelectric element attached to a flexible beam, representing a fish tail and capable
of generating propulsion when excited at its root. The basis of our study are the results of Hussein et al. et
al [1], which showed that there are optimal flexibility and mass ratio parameters for enhancing propulsion. In
these simulations, the substrate element, representing the fish tail, is modeled as a thin unimorph cantilever
beam using the Euler-Bernoulli beam theory and excited by sinusoidal pitching at its root. The tail’s upper
surface is covered by a PZT layer connected to an electrical load resistance. The three-dimensional unsteady
vortex lattice method is used to calculate the hydrodynamic loads generated by the pitching excitation under
constant forward speed. The finite element method is used to solve the coupled time-dependent equations of
motion representing the fluid-structure interaction. The implicit finite different method is used to discretize the
time-dependent generated voltage equation. The fluid-structure interaction is achieved by passing the hydrody-
namic loads to the coupled equations of motion and solving for structural deformation of the tail at each time
step where the generated voltage is updated.

Results and discussion
Figure 1 shows plots of generated power and its impact on the propulsive force and efficiency. An optimal value
of about 4 × 104Ω for the electric load resistance for maximum electric power generation is noted. In the low
frequency excitation range (Strouhal number, ST < 0.3), adding the PZT layer decreases the thrust coefficient
and the required power to propel the tail. At higher excitation frequencies (ST > 0.3), the generated thrust is
increased. However, this requires additional input power as demonstrated by the lower efficiency. The level of
harvested electric power is in the range of few mW, which is three orders of magnitude smaller than the level
of input or propulsive power, indicating that the piezoelectric energy harvesting should not have a large impact
on the power needs by the fish to generate propulsion.

Figure 1: (a) Electric harvested power variation with load resistance at different excitation frequency values. (b) Variation of thrust
coefficient and propulsive efficiency with Strouhal number, ST, and reduced frequency, K.
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Abstract. We present an analysis of a bistable piezoelectric energy harvester subject to random mechanical vibrations and 

with improved performance thanks to the use of a matching electrical network, that optimizes the energy transfer to the 

electrical load. The model exploits a stochastic differential equation describing the harvester, matching network and load 

dynamical system. Analytical methods and different numerical techniques are used for its solutions. Results show that, even 

for the case of random mechanical vibrations, the application of the matching network improves the performances by a 

significant amount. 

Introduction 
One of the main performance limitations for a piezoelectric energy harvester is the sub-optimal energy transfer from the 

mechanical source to the electrical load, a condition that can be conveniently represented as an impedance mismatch 

between the electrical equivalent of the entire electro-mechanical system and the load. This suggests to interpose a proper 

matching network between  the harvester and the load to eliminate the mismatch [1,2,3]. 

In the simplest case of purely sinusoidal vibrations, i.e. when their energy is concentrated at a single frequency, a relatively 

straightforward analysis of the harvester is possible [1]. However, a more physically sound description considers the 

vibration energy spreading on a relatively wide frequency spectrum, thus requiring the use of a stochastic process that, 

for a negligible noise correlation, can be conveniently modelled with a white Gaussian noise forcing term. 

In this contribution, we model a bistable piezoelectric energy harvester subject to random mechanical vibrations, and 

present novel results through analytical and numerical analysis. The mathematical model is derived from the properties 

of the mechanical part, from the constitutive equations of linear piezoelectric materials, and from the circuit description 

of the electrical load. The model includes nonlinearities in the mechanical elastic potential. The equations of motion are 

stochastic differential equations, here solved using various perturbation methods and different numerical integration 

schemes. Inspired by our recent work on the application of circuit theory to improve the efficiency of energy harvesting 

systems, we apply a LC matching network to the load [1,3], and we assess the advantage offered by the modified load in 

terms of output average voltage, output average power and power efficiency. 

Results and discussion 
We have performed Monte Carlo simulations for the bistable energy harvester with and without (resistive load) the LC 

matching network. The SDEs have been solved numerically using different numerical integration schemes, including 

Euler-Maruyama, strong order 1 stochastic Runge-Kutta, and weak order 2 stochastic Runge-Kutta [4]. The figure 

below shows on the left, the output voltage rms value for the harvester with matched load, versus the values of the 

matching 

network parameters L and C. Optimal values of the parameters maximizing the harvested voltage are clearly 

recognizable. The right part shows a comparison of the average harvested power by the harvester with resistive and 

matched load, versus the noise intensity. Optimum values of parameters of the matching network were chosen. The 

matched solution offers about nine times more power with respect to the simple resistive load. 

 

        
Left: Root mean square value for the output voltage vs. the LC matching network parameters. Right: Comparison of the average 

harvested power for the harvester with resistive load and with matched load, versus the noise intensity. 
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Abstract. A quasi-zero stiffness (QZS) two degree-of-freedom (DOF) galloping piezoelectric energy harvester (GPEH) 

is proposed for efficient energy harvesting in the ultra-low wind speed range. At low wind speeds, traditional 1DOF and 

2DOF linear harvesters are not capable of generating enough voltage to power microelectronics, while the bistable 

harvester tends to be trapped in intrawell motion, which is unfavorable for wind energy harvesting. With the feature of a 

low dynamic frequency, the QZS nonlinear mechanism is applied to remarkably decrease the onset galloping wind speed 

and boost the power generation. The simulation result shows that the 2DOF QZS-GPEH has the best output performance 

at low wind speeds, outperforming its 1DOF linear, 2DOF linear and 2DOF bistable counterparts. This work opens new 

opportunities for efficiently harvesting wind energy at the ultra-low wind speed region. 

Introduction 
 

With the development of wireless sensor networks and Internet of Things, vast sensor nodes are deployed in 

harsh circumstances for monitoring purposes. However, how to provide a reliable and long-term power supply 

to these sensors is a big challenge. Currently, wind energy harvesting based on galloping become a viable 

solution due to its large outputs in an infinite wind speed range [1]. Researchers have mainly focused on 

decreasing the cut-in wind speed, broadening the operational wind speed range, and improving the power 

output performance [2]. Because the cut-in wind speed is highly related to the oscillation frequency of the 

structure [2], manipulating the oscillation frequency is essential to decrease the cut-in wind speed and enhance 

the power performance at low wind speeds for galloping energy harvesting. 2DOF systems provide more 

flexibility to adjust the galloping frequency for enhanced outputs by modifying the model frequencies [3]. 

Besides, quasi-zero stiffness (QZS) nonlinearity has been proved to provide a low dynamic resonance 

frequency at equilibrium [4]. We propose a 2DOF quasi-zero-stiffness galloping piezoelectric energy harvester 

(QZS-GPEH) for dramatically enhancing the wind power extraction performance at ultra-low wind speeds.  

Results and discussion 
 

We design a practical prototype as shown in Fig. 3. The bluff body oscillates horizontally when subjected to 

the incoming flow. The piezoelectric transducer attached to the primary beam converts the strain energy during 

oscillation into electricity via piezoelectric transduction. A secondary beam with a tip mass is added at the free 

end of the primary beam as the second degree-of-freedom. The quasi-zero stiffness is achieved via magnetic 

interaction between magnets A, B and C to achieve optimal galloping energy harvesting performance. 

 

Fig. 1. Configurations of 2DOF QZS-GPEH 

 

Fig. 2. RMS voltage as a function of wind speed  

Figure 2 compares the RMS voltage versus wind speed for the four configurations, including 1DOF linear, 

2DOF linear, 2DOF QZS and 2DOF bistable GPEHs based on simulation. Firstly, the cut-in wind speed of the 

2DOF QZS-GPEH is reduced to 1.5 m/s, smaller than that of other three configurations. Besides, the output 

voltage is remarkably larger than that of the other three counterparts, especially at low wind speeds. For 

instance, the 2DOF QZS-GPEH increases the voltage by 95% and 72% in comparison to the 1DOF linear 

GPEH, and the 2DOF linear GPEH at 2.0 m/s, respectively. Moreover, below 2.4 m/s, the bistable GPEH is 

trapped into the intrawell oscillation with very low voltage output. Apparently, the 2DOF QZS-GPEH has the 

best voltage output performance at low wind speeds, outperforming the other three counterparts. 
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Abstract. Micro-Electro-Mechanical-Systems (MEMS) are nowadays essential components in high-end technology
applications e.g., resonators and gyroscopes. The ever-growing demand for increasing performances requires performing
nonlinear dynamic simulations that are mostly unaffordable using standard full-order simulation techniques such as the
Finite Element Method (FEM). Data-Driven Reduced Order Models (ROMs) provide an appealing alternative starting
from data and without acting intrusively in the reduction procedure itself. In this contribution, we propose a technique
that, by exploiting deep-learning autoencoders and harmonic decomposition, generates efficient and accurate ROMs for
the steady-state regime in resonating MEMS.

Introduction

In order to meet the design requirements related to sensitivity and output signal strength, MEMS are usually
actuated at resonance, in near-vacuum conditions with large quality factors. Consequently, these devices ex-
perience geometric nonlinearities induced by the large transformations. Predicting the steady-state response of
such systems through standard full-order approaches like the FEM creates a computational bottleneck due to
the large dimensionality of the resulting nonlinear system and the high-quality factors. Such difficulties can
be overcome through dedicated approaches like e.g., the Harmonic Balance (HB) method, as proposed in [1].
Nevertheless, for large systems, non-standard computing facilities are needed. ROMs provide a solution to
these problems since, through a dimensionality reduction, the system can be modelled with a limited number
of variables i.e., latent variables, that underlie the dynamics. Data-driven, and in particular Deep Learning
methods, provide a non-intrusive solution to build ROMs. In this contribution, taking inspiration from many
applications in the literature [2, 3, 4], we use a deep-learning autoencoder to build a low-dimensional represen-
tation of the dynamics. Furthermore, we enrich these approaches by modelling the steady-state regime through
its harmonic components, retained up to the desired order. The latent space, once built, is used to query new
unseen solutions through interpolation.

Results and discussion

We consider a MEMS micromirror fabricated by ST Microelectronics, illustrated in Fig.1. The mirror is as-
sumed to be made of isotropic polysilicon, with density ρ = 2330Kg/m3, Young modulus E = 167GPa and
Poisson coefficient ν = 0.22. The torsional mode is the third one and has a frequency of 29271Hz, we assume
a quality factor Q = 1000. The results from the proposed ROM are compared with Full Order Model (FOM)
solutions in Fig. 1 considering different forcing levels. The ROM highlights an excellent accuracy considering
that the reduced subspace created with the autoencoder consists of a single latent variable, i.e. equivalent to a
one degree of freedom oscillator.
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Figure 1: Fig.a) Scheme of the MEMS micromirror. Fig. b) comparison between the FOM solution and the proposed ROM
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Abstract. In the past few decades, advances in micro-electromechanical systems (MEMS) have produced robust, accurate, 

and high-performance devices. Extensive research has been conducted to improve the selectivity and sensitivity of MEMS 

sensors by adjusting the device dimensions and adopting nonlinear features. However, the sensing for multiple parameters 

typically relies on combining several separate MEMS devices. In this work, a new triple sensing scheme via nonlinear weakly 

coupled resonators is introduced, which could simultaneously detect three different physical stimuli (including vertical 

acceleration) by monitoring the dynamic response around the first three lowest modes. The Euler-Bernoulli beam model with 

three-modes Galerkin discretization is used to derive a reduced-order model considering the geometric and electrostatic 

nonlinearities to characterize the resonator's nonlinear dynamics under the influence of different stimuli. The simulation results 

show the potential of the nonlinear coupled resonator to perform triple detection.  

Introduction 
Resonant MEMS sensors rely on the resonance frequencies' variation led by the ambient environment's influence 
in different ways. The parameters related to the resonance frequencies include the resonator's mass, stiffness, and 

geometry [1]. Past research on this topic focused on the single parameter sensing and corresponding performance 

enhancement. This work investigates multi-parameter sensing by introducing different stimuli to different 
resonators in a single coupled system. To investigate this scheme and its nonlinear dynamics, a theoretical model 

and simulation are performed. 

The triple sensing methodology is demonstrated in three aspects in this sensor design. As shown in the inset of 
Figure 1(a), the middle bridge resonator W1 will be heated electrothermally, experiencing convective cooling (or 

heating) from the target gas. The thermal expansion will change the bridge's stiffness and hence the system 

resonance frequency [2]. At the same time, the tip of cantilever resonator W2 will be coated, causing a mass 

perturbation (as absorbing the target gas) and leading to a frequency shift of the system's resonance frequency. The 
third bridge resonator W3 connects to an external mass with springs, used for sensing acceleration in the vertical 

direction. The variation of resonance frequency is associated with the axial stress of the bridge, which changes 

with the direction and magnitude of the acceleration [3].  

               (a)                                    (b)                                   (c) 

Figure 1: Frequency response under 𝑉𝐷𝐶1 = 𝑉𝐷𝐶3 = 40𝑉, 𝑉𝐷𝐶2 = 10𝑉, 𝑉𝐴𝐶1 = 7.5𝑉, and different perturbations: (a) Bridge 
response W1. (b) Cantilever resonator W2. (c) Bridge response W3. Dotted lines denote unstable branches. Amplitudes W1, W2, and 

W3, mass and stiffness 𝛿𝑚 and 𝛿𝑘 are non-dimensional; acceleration 𝛿𝑊𝑎 is dimensional (𝑚/𝑠2). The inset of (a) shows a 3D 
sketch of the proposed coupled device. 

 

Results and Discussion 
The concept of a multi-stimuli sensor has been investigated, as shown in Figure 1, using a novel design comprising 

multiple resonators, where each resonator's response corresponds to a specific stimulus: (i) the bifurcation jump in 

bridge response W1 is influenced by stiffness perturbation 𝛿𝑘 ; (ii) the peak in cantilever resonator W2 is 

influenced by mass perturbation 𝛿𝑚 and (iii) the peak in bridge response W3 is influenced by acceleration 

perturbation 𝛿𝑊𝑎. These preliminary results, developed via long-time integration combined with shooting 

technique, show the potential of accurately sensing three different parameters through monitoring the first 
three lowest modes of a single coupled structure as well as the rich dynamic of the proposed device. The full 

nonlinear response dynamics and the influence of the actuation level, damping, and geometry will be 

investigated as part of the future work. 
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Abstract. We derive a nonlinear equation of motion for a micromechanical torsion pendulum and reveal that the dependence 

of its frequency on amplitude is a conduit for noise in a proposed "clock gravimeter" application. Using the method of multiple 

scales, we carry out a first order expansion capturing nonlinear effects due to the nanoribbon suspension and pendulation of 

the mass, express the frequency correction in terms of physical geometry and material properties, and show that the 

dependence on amplitude can be greatly reduced by judicious selection of device geometry. 
 

Introduction 
 

Gravity can be detected by tracking the frequency of a pendulum. But for microscale pendulums (e.g., Figure 

1) to resolve local gravity with relative precision of 10-8 in a reasonable time (<1000 seconds), they must be 

resonantly driven to amplitudes that exceed noise by 3 to 4 orders of magnitude. Such amplitudes exceed the 

linear range of frequency invariant behaviour, so we must consider the parametric dependence of frequency 

on amplitude and its consequences. 

 
 

Figure 1: (a) photo of torsion pendulum device (b) schematic of torsion pendulum, formed by suspending a rectangular balance 

beam of mass m from a ribbon-like torsion fiber under tension, T . Angular displacement of the balance beam θ is measured using 

an optical lever. The center of gravity (c.g.) of the balance beam is offset a distance r from the rotation axis, resulting in a 

gravitational restoring torque, τg = mgr sin θ that causes the beam to pendulate 
 

Results and discussion 
 

Previously, we found the torsional stiffness of the device of Figure 1 has three components, one dissipative, 

arising from shear of the ribbon, one nominally conservative, arising from residual stress in the ribbon, and 

one wholly conservative due to the action of gravity on the suspended mass (e.g., pendulation). The 

conservative stiffness terms enabled the construction of high-Q devices (Q > 107) sensitive to gravity yet 

exceptionally small, with potential as chip-scale relative gravimeters [1]. Here, we extend the previous linear 

analysis to reveal the projection of amplitude noise onto the pendulum frequency. We include a nonlinear 

restoring torque arising from mid-plane stretching of the ribbon, finding it is a hardening spring that can be 

manipulated to counteract the softening character of the gravitational torque. Using the method of multiple 

scales [2], we carry out a first order expansion including both nonlinear effects, express the frequency 

correction in terms of physical geometry and material properties, and show that the dependence on amplitude 

can be greatly reduced by judicious selection of device geometry.  
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Abstract. This work examines the dynamic behavior of a micro-system design consisting of two electrostatically
coupled shallow micro-arches and electrically excited using one stationary electrode. Such coupled arrangement devel-
ops nonlinear phenomena such as the multiple snap-through motions, which in turn portray certain mode veering/mode
crossing and ultimately mode localization. Essentially, such rich nonlinear dynamics behavior would definitely lead to
increasing the design sensitivity if used as a mode-localized micro-sensor. In addition, the use of two different beam
configurations in one device offers the possibility of detecting two potential substances at the same time using the two
coupled shallow micro-arches resonant peaks.

Introduction
Several research attempts have examined the nonlinear characteristics of single resonator-based micro-sensors
in order to depict interesting nonlinear modal interaction behaviors, nevertheless, these structures have shown
limitations especially when it comes to being sensitive to detect hazardous substances. Formerly, few groups
[1, 2] attempted to design coupled structures to exploit the mode coupling phenomenon and to design extremely
sensitive micro-sensors. Consequently, the aim of this research is to suggest and examine a micro-system
design consisting of two shallow-arched microbeams coupled and excited electrostatically via one lower in-
plane stationary electrode.

Results and Discussions
To examine the dynamic behavior of the coupled resonators, we excited the design using two actuation levels.
In the first case, the lower beam actuation voltage is set to zero and the upper beam voltage is varying. Then,
we increased the static voltage of the lower beam to 20 (V) and maintain similar actuation conditions for the
upper beam. After that, we explore the effect of these excitation signals on the fundamental frequencies of both
microbeams. Figure (1)(a) shows the variation in the first resonance frequency of the lower beam (dashed lines)
and resonance frequency of the upper beam (solid lines). The veering phenomenon has been noticed for both
cases where the lower beam frequency increases and the upper beam frequency decreases.

(a) (b) (c) (d)
Figure 1: (a) The variation in the first resonance frequency of the lower beam and of the upper beam as a function of the upper static
voltage and a lower voltage sets to 0 and 20 (V). Frequency-response curves of the two resonators: (a) before, (c) at and (d) after
veering zone.
Furthermore, we examine the frequency-response curves of the first lower and upper resonance frequencies
in the vicinity of the veering zone. Employing different excitation voltages will give further insights into the
dynamic interaction between the two initially curved-up resonators and how the energy is exchanged among
them as the voltage varies. Before entering the veering zone, linear responses have been computed for both
resonators with two distinct peaks as shown in Fig. (1)(b). We note that a small peak appears in the vicinity
of the fundamental frequency of the lower resonator indicating that an energy channel starts to be activated,
however, most of the vibrating energy begins to be more localized at the lower resonator. Increasing the upper
voltage leads to a merge between the two frequencies with a single peak as illustrated in Fig. (1)(c). Then,
swapping between the two frequencies occurs with a peak dominated by the upper resonator as shown in
Fig. (1)(d). This is true because the two frequencies start moving away from each other. Indeed, we carried
out an analytical study of the vibration of weakly electrostatically coupled initially curved-up microbeams.
Multiple nonlinear behaviors have been obtained which are useful for potential MEMS applications such as
mode-localized based inertia sensors.
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Abstract. In this work, we analytically examine the validity of using a standard nonlinear beam model of an electrostatic
micro-cantilever beam compared to a geometrically exact theory that incorporates shear deformability, nonlinear bending
curvature, inertia and longitudinal inextensibility. The results show that the geometrically exact model is more suitable to
accurately capture the nonlinear behavior of electrostatic MEMS designs.

Introduction and Problem Formulation

The nonlinear characteristics of electrostatically excited micro-cantilever beams play an important role in de-
termining their performance and suitability to design and manufacture useful devices. Here we provide an-
alytical evidence of the importance of a geometrically exact approach when modeling electrostatic cantilever
microbeams. The governing equation of motion of the microbeam is a consistent expansion of the geometrically
exact equation of motion obtained in [1] and reads:

(1− 1
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∫ ŝ
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[
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[
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1

2
v̂′′v̂′2)

− v̂′′
∫ 1

ŝ
v̂′′v̂′′′dξ̂

]
= β fes

where v denotes the transverse motion, the prime and over-dot indicate differentiation with respect to the arc-
length and time, respectively, and fes indicates the electrostatic force per unit length.

Results and Discussions

Variation of the tip-section static equilibria with the DC voltage was obtained by eliminating the time derivatives
in the equation of motion and employing a ROM with one-, two-, and three-mode projection in the Galerkin
expansion. We note that an odd number of mode shapes leads to faster and closer convergence than using an
even number, see Fig. 1(a). Henceforth, we adopt the odd-mode ROM approximation in the rest of the static
analysis. Then, we compare the results to those obtained using a standard nonlinear beam model [2] with
three-modes projection and 2D-FEM models as shown in Fig. 1(b). A good agreement is observed between the
proposed model and FEM results, however, the pull-in voltage is slightly higher than FEM model. This, in fact,
is expected since the model is stiffer and requires more voltage to pull it down.

(a) (b) (c) (d)

Figure 1: The tip deflection vs. DC voltage obtained considering: (a) 1-, 2- and 3-mode projection and (b) comparison of the standard
and geometrically exact models. (c) Dynamic convergence analysis using the proposed model with 1-, 2- and 3-mode projections in
the vicinity of the first natural frequency. (d) FRCs around the second natural frequency.
We carried out a dynamic convergence analysis to determine the minimum number of modes required in the
expansion. To this end, we obtained the frequency response curves in the vicinity of the first natural frequency
with varying actuation waveforms. Figure 1(c) shows that three modes are also required for convergent and
robust results. This finding is consistent with that obtained for the static results. We also obtained the frequency-
response curves in the vicinity of the second natural frequency under four excitation levels. We note that the
response is slightly softening for the second mode. The fully nonlinear model accounts correctly for the inertia
and bending curvature nonlinearities as well as the electrostatic nonlinearity.
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Abstract. In this work, we investigate the use of modal interactions in asymmetrically actuated electrostatic arch
microbeams to realize high sensitivity and high signal-to-noise ratio (SNR) inertial gas sensors. The sensors are made of
fixed-fixed microbeams with an actuation electrode extending over half the beam span. We exploit the asymmetry in the
beam motions to induce significant rotary motions and realize differential capacitance gas sensors.

Introduction

Given the rich dynamics of electrostatically actuated arch microbeams, several studies have examined their
potential use in sensing and actuation. For instance, Najar et al. [1] demonstrated the potential of electrostatic
initially-curved microbeams to serve as bifurcation gas sensors in either binary mode, by monitoring for an
abrupt transition from regular periodic motions to chaotic motions upon gas detection, or analog mode, by
relating the measured RMS of the response amplitude of phase angle to the gas concentration. Arabi et al. [2]
reported MEMS static bifurcation sensors for the detection of volatile organic compounds. They demonstrated
the capability of their sensors to detect 1 ppm of formaldehyde in a competitive environment including benzene.
This work focuses on exploiting the interaction between the symmetric and asymmetric modes of arch beams
to enhance the sensitivity of gas detection.
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Figure 1: Differential capacitance gas sensor: (a) top view and (b) frequency response before and after detection.

Results and Discussion

The gas sensor under study, Figure 1(a), is made of a clamped-clamped shallow arch. It is electrically actuated
by a voltage drop V (t) between the beam and a side electrode. Half-electrode actuation is employed to acti-
vate of higher symmetric and anti-symmetric vibration modes. The sensor uses differential capacitive sensing
facilitated by a rigid transverse arm connected to the microbeam at its mid-point. The arm is placed at an equal
distance from right and left sense electrodes. The sensor is grounded while the sense electrodes are held at a
common DC voltage Vs. The detection signal is the difference between the capacitance of a ‘left capacitor’
formed by the rigid arm and the left sense electrode and that of a ‘right capacitor’. In addition to rejecting
common mode (parasitic) capacitance, this sensor design amplifies the signal generated by the rotary motions
of the rigid arm induced by asymmetry in the sensor response.
A nonlinear dynamic reduced-order model of the sensor is developed and validated experimentally. It is then
used to predict the sensor response and identify its bifurcations. The proposed sensor operates across bi-
furcations that trigger a sudden transition from nearly symmetric to strongly asymmetric beam motions and,
therefore, large rotary motions of the rigid arm. The frequency-response curves before and after gas detection
are shown in Figure 1(b). Differential capacitance is shown to be an effective sensor measurand when operating
across an appropriate cyclic-fold bifurcation.
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Abstract. This study reports on experimental investigation of modal interaction in a symmetric electrostatically driven micro 

resonator. The MEMS is made of a clamped-clamped curved-beam electrostatically actuated via a side electrode. A two-to-

one ratio exists by design between the second natural frequency (first anti-symmetric in-plane bending mode) and the third 

natural frequency (second symmetric in-plane bending mode). Because the beam, its boundary conditions, and its actuation 

force are all symmetric, anti-symmetric modes cannot be directly excited due to the null projection of the excitation force 

onto the modes. This study shows that those anti-symmetric modes can be indirectly excited by channelling energy from a 

symmetric mode to the target anti-symmetric mode. The results reveal energy transfer from the directly excited second 

symmetric mode to the first anti-symmetric mode resulting in an M-shape frequency-response curve with trivial and large-

amplitude stable branches. 

Introduction 
 

Nonlinear dynamics in Micro-Electro-Mechanical Systems (MEMS) features interesting phenomena that can 

be employed to improve the performance of MEMS actuators and sensors. In recent years, nonlinear modal 

interaction has become the focus of attention of many researchers working on the dynamics of MEMS. This 

phenomenon forms an energy channel between two vibration modes of structures under a special condition, 

the existence of a commensurate ratio between their natural frequencies. The vibrations of the two modes may 

occur in one direction [1] or in two perpendicular directions [2]. To the best of our knowledge, modal 

interactions between symmetric and anti-symmetric modes in electrostatic MEMS resonators are yet to be 

addressed. 
 

Results and discussion 
 

To excite the first anti-symmetric mode, the MEMS is excited with an electrostatic force whose frequency 

varies near the third natural frequency to directly excite the second-symmetric mode, thereby indirectly 

exciting the first anti-symmetric mode ‘from above’. The measured frequency-response curve of the MEMS 

is M-shaped composed of both trivial and non-trivial stable branches. A Laser Doppler Vibrometer (LDV) was 

used to measure the velocity of the microbeam optically. To this aim, we put the laser spot on the second-

symmetric mode node to measure only the contribution of the first anti-symmetric mode in constructing the 

MEMS response. As seen in figure 1, while the AC voltage amplitude is set to be 52.5V, below the activation 

level of modal interaction, no motion is sensed at this degree-of-freedom. However, as the electrostatic force 

increases further, the energy channel forms between the two engaged modes, causing the first anti-symmetric 

mode to be excited, interacting with the second-symmetric mode, creating an M-shape steady-state dynamics. 

 
Figure 1: Measured frequency-response behaviour of the MEMS for different values of the AC voltage. The laser spot was 

focused on the second symmetric mode node, measuring the first anti-symmetric mode contribution. 
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Abstract. We investigate the response of nonlinear circular micro- and nano- viscoelastic panels that are subjected to 

electrodynamic excitation. We make use of a von-Karman strain-displacement relation with a Voigt-Kelvin constitutive 

law to derive a nonlinear initial-boundary-value problem that consistently incorporates viscoelastic damping in both the 

field equation and corresponding compatibility condition. A multi-mode dynamical system is then obtained via a Galerkin 

ansatz which includes coupled linear and nonlinear contributions for both stiffness and damping augmented by combined 

parametric and external excitation terms. A detailed numerical investigation of the resulting model enables a consistent 

construction of the dynamical system frequency response culminating with multiple combination and internal resonances 

which demonstrate the significant contribution of non-negligible nonlinear viscoelastic damping. 
 

Introduction and Problem Formulation 
 
Circular micro and nanopanels are widely used in various applications such as sensors and actuators. 

Experiments show that damping increases significantly with amplitude increase with both external [1] or self-

excited excitation [2]. We thus extend the formulation of Vogl and Nayfeh [3] for a circular nonlinear von-

Karman plate [4] by incorporating the contribution of viscoelastic damping based on a Voigt-Kelvin 

constitutive law in addition to linear viscous damping. A schematic diagram of a clamped circular plate 

subjected to electrodynamic excitation is depicted in Figure 1(left). A multi-mode dynamical system is then 

obtained via a Galerkin ansatz which includes coupled linear and nonlinear contributions for both stiffness and 

damping augmented by combined parametric and external excitation terms derived from a parallel-plate 

electrodynamic model.  

 
 

Figure 1: Definition sketch (left) and frequency response curves (right) depicting primary internal resonances and secondary ultra-

subharmonic resonances with linear viscous damping (red) and combined linear and nonlinear viscoelastic damping (blue). 

 
Results and Discussion 

 
We investigate the frequency response for three mode interaction and compare the dynamical system frequency 

response with the linear viscous damping model [3] to a system governed by combined linear and nonlinear 

viscoelastic damping where the magnitude of the linear viscoelastic damping component is identical to that of 

the linear viscous damping. We consider combined external and parametric excitation of the first three modes 

to capture primary, parametric, internal and combination resonances. We present the resulting frequency 

response curves in Figure 1 (right) where system response to linear viscous damping is portrayed in red and 

the response to combined linear and nonlinear viscoelastic damping is portrayed in blue. Note that the selected 

first three natural frequencies associated with the first axi-symmetric modes (ω1,2,3 = 51.94, 92.29, 155.80), 

yield a condition for a 3:2:1 internal resonance demonstrating in Figure 1 (right) that consideration of only 

linear viscous damping can lead to erroneous conclusion of response magnitude. A detailed numerical 

investigation of the resulting model thus enables a consistent construction of the dynamical system frequency 

response culminating with multiple combination and internal resonances which demonstrate the significant 

contribution of non-negligible nonlinear viscoelastic damping. 
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Abstract. The present study investigates the experimental response of an electrically actuated microbeam-based MEMS 

resonator with arched configuration of concave surface. The resonator is excited using an antisymmetric partial electrode. 

Forward and backward frequency sweeps are acquired. The device exhibits M-shaped 2:1 internal resonance between the first 

(first symmetric) and the second (first antisymmetric) mode, showing softening and hardening bending behaviour. We observe 

the profound coupling induced by the 2:1 internal resonance between these modes. As increasing the oscillations amplitude, 

the microbeam impacts with the substrate. A specially deposited dielectric layer allows the system to impact with the substrate 

while preventing electrical shorts. Driven by the impacts, the experimental response shows the activation of additional internal 

resonances, where the two successive higher-order modes are involved and combined with the main M-shaped 2:1 internal 

resonance. The experimental dynamics are analysed extensively to investigate the underlying physical phenomena arising in 

the MEMS response. 

Introduction 

Specific relationships among the natural frequencies can induce multimode nonlinear interactions [1]. This 

complexity offers outstanding capabilities for MEMS/NEMS applications [2]. The possibility of activating 

internal resonances by driving the system into impacts has been recently investigated [3]. Motivated by the 

increasing interest in operating devices in regime of internal resonance, in the present study we experimentally 

and theoretically analyse the activation of multiple internal resonances in an arched MEMS device electrically 

actuated.  

 (a)  (b)

Figure 1: (a) The MEMS device (optical image). (b) Experimental frequency response diagram (amplitude versus drive frequency), 

at VDC = 15.0 V and VAC = 28.6 V (backward sweep). 

Results and discussion 

The MEMS device experimentally tested is shown in Fig. 1(a). It consists of an electrically actuated clamped-

clamped microbeam with arched configuration of concave surface. This configuration is a consequence of 

imperfections due to the fabrication process and residual stress. The device presents a dielectric layer to prevent 

short-circuiting in case of impact with the substrate. Experimental frequency sweeps are acquired, Fig. 1(b). 

The experimental response exhibits M-shaped 2:1 internal resonance between the first and second modes. As 

increasing the oscillations amplitude, the microbeam impacts with the substrate. Due to the impacts, additional 

resonances related to higher-order modes get activated, which are coupled among each other and with the 

principal M-shaped 2:1 internal resonance. Simulations are developed based on Galerkin reduced-order model 

accounting for the modes involved in the multiple internal resonances experimentally observed. To model 

impacts, the substrate is assumed as a nonlinear elastic foundation, which is described in the framework of the 

Hertz impact model and Hunt-Crossley damping model [3]. A deep analytical study is developed to capture 

the characteristics of the MEMS behaviour and to characterise the potential rich and complex dynamics. 
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Abstract. This work aims to electrostatically control a micro portal frame, modeled as a two-degrees-of-freedom (2DOFs) 

system with 2:1 internal resonance between the second (Y-direction motion) and first (X-direction motion) modes. To avoid 

the irregular behaviors under the saturation phenomenon within the internal resonance, we propose to use the Linear Quadratic 

Regulator (LQR) control technique to create an electrostatic force that alleviates the damping effect. A comparison between 

the efficiency of an ideal control and considering the actuator in the control is highlighted. 

Introduction 
 

The dynamics of microelectromechanical systems (MEMS) have been extensively investigated due to the 

presence of many nonlinear behaviors that arise from excitation and geometric nonlinearities. One of the most 

intriguing nonlinear phenomena observed in MEMS resonators is internal, or autoparametric, resonance, which 

occurs when there is a commensurate ratio of the resonance frequencies between two modes of vibration [1,2]. 

Micro compound resonators have rich dynamics and are very promising to be used in applications, such as the 

U-shape (portal frame), in which the saturation phenomenon has been shown recently due to 2:1 internal 

resonance [3]. However, this nonlinear dynamic phenomenon is strongly affected by damping [3], either being 

suppressed or leading to irregular behaviors due to environmental pressure variations, which compromises the 

potential practical usage of the device. Therefore, we propose the application of the Linear Quadratic Regulator 

(LQR) control technique to create an electrostatic counter force that alleviates the pressure effect. The 

schematic of the utilized micro portal frame is shown in Fig. 1a. The microstructure is subjected to an 

electrostatic force, by a DC actuation voltage Vdc and an AC harmonic voltage Vac, which actuates the 2nd 

mode, through two electrodes. One electrode is placed on top of the supported beam (Electrode B) and the 

other is placed on the column (Electrode A), which is used only for control purposes in the 1st mode direction. 

Control signals Vcx and Vcy are applied to electrodes A and B to control the 1st and 2nd modes of vibration, 

respectively. After validating the experimental results, numerical simulations showed that the 2:1 internal 

resonance is activated and the saturation phenomenon occurs when the structure is actuated with Vdc = 46V. 

However, the dynamic behavior can highly change depending on the damping ratio [3]. Fig. 1b shows the 

Maximum Lyapunov exponent map to the variation of the damping coefficient (ξ) and the AC excitation. Note 

that at  high the AC and the smal ξ (lower environmental pressure), chaotic behavior is observed. To control 

the chaotic behavior, the LQR control technique is implemented to actuate both 1st and 2nd modes. Fig. 1c and 

1d show the 1st and 2nd modes phase portraits, respectively, with and without control. Note that applying Vcx = 

Vcy = 15V is sufficient to control the chaotic behavior and maintains a stable periodic orbit, which yields a 

clear signal that improves the readability of the electrical signal for sensing purposes. 

Results and discussion 

 
   (a)               (b)                           (c)                         (d) 

Figure 1: (a) Micro portal frame schematic. (b) Maximum Lyapunov exponent map depending on the damping coefficient and the 

AC excitation. (c), (d) 1st  and 2nd  modes phase portraits, respectively, with and without the controls. Red lines show the ideal control 

applied to the system while the blue dotted lines are the control implemented as an electrostatic force. 

This work showed the control of the chaotic behavior when there is 2:1 internal resonance activation. The 

control shown to be very efficient in converting chaos into a periodic orbit, mainly when the control is 

implemented as the electrostatic force (Vcx and Vcy).  
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Abstract. This paper deals with amplitude-voltage response of electrostatically actuated MEMS cantilever resonator sensors 
undergoing a superharmonic resonance of fourth order. The system consists of a MEMS cantilever parallel to a ground plate 
and under an alternating current (AC) producing a hard excitation. The AC frequency is near one eighth of the first natural 
frequency of the cantilever. This leads to superharmonic resonance of fourth order (or order four). The electrostatic force 
includes fringe effect and it is modeled using Palmer’s formula. The methods used in this work are 1) the method of multiple 
scales (MMS), 2) homotopy analysis method (HAM), and 3) numerical integration of reduced order model (ROM) using 2 
modes (terms) of vibration. The amplitude-voltage response shows a softening effect and two saddle-node bifurcation points.  
All three methods are in agreement for moderate dimensionless voltage parameter (less than 0.8). The effects of damping, 
fringe, and detuning frequency on the voltage response are reported. As the damping increases the peak amplitude decreases. 
As fringe and/or detuning frequency increase the saddle-node bifurcation points shift to lower voltages. 
 

Introduction 
 

This work investigates a MEMS cantilever resonator undergoing 
superharmonic resonance of order four. This superharmonic resonance 
case requires hard excitations where the dimensionless voltage applied 
is greater than 0.5, otherwise the response is too small. MEMS 
cantilevers have gained in interest over the last couple of decades due 
to their potential applications in switches, sensors, filters, resonators, 
energy harvesters, micro probes, and micro pumps. These systems are 
advantageous in that they have a low fabrication cost, low energy 
requirement, are light weight, and can be placed in virtually any 
system due to their micro size. Superharmonic resonances of second 
order for MEMS devices have been reported in the literature [1].  

In this work the MEMS cantilever is modeled as an Euler-Bernoulli beam, Fig. 1. The frequency of 
the AC voltage applied between the MEMS cantilever and the ground plate is near one eighth of the first 
natural frequency of the cantilever beam. The electrostatic force actuating the MEMS cantilever includes the 
fringe effect which is an additional electrostatic force outside of the control volume between the parallel plates, 
Palmer formula [2].  

Results and discussion 
 

Figure 2 shows the amplitude-voltage response using 
MMS, HAM, and 2T ROM time responses. The MMS, 
HAM and 2T ROM time responses are in agreement. The 
two saddle-node bifurcation points A and B predicted by 
MMS and HAM, are not contradicted by the time 
responses. However, time responses predict larger 
amplitude and lower voltage for the bifurcation point B. 
Also, time responses predict a slightly greater softening 
effect. As the voltage is sweep up, the system experiences 
stability and a steady increase in amplitude until the 
bifurcation point A is reached. At this point the system 
loses stability and jumps to a slightly higher amplitude on 
the second stable branch. As the voltage is continued to 
increase the system decreases in amplitude reaching the 
non-resonant region where in the amplitudes begin to slowly increase. As the voltage is swept down the system 
experiences stability and an increase in amplitude until reaching the bifurcation point B where the system loses 
stability and jumps to a lower amplitude. As the voltage decreases to zero, the amplitude decreases to zero. 
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Figure 1: MEMS cantilever 

 
 

Figure 2: Amplitude (Umax) – voltage (delta) response 
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Abstract. The anti-resonance is a well-known phenomenon for two degrees of Freedom (DOF) systems; this con-
tribution presents a potential application of this concept to cancel the transient vibrations. The technique applies two
pulses of parametric excitation adequately tuned at the anti-resonance frequencies. A simulation experiment of an array
of microelectromechanical systems (MEMS) with three DOF is presented.

Introduction

MEMS with a high-quality factor (Q = ωi/γi) have been used in many applications; they have high damping;
nevertheless, their transition time to a steady state (tss) is too long. In [1,2] is presented a technique to reduce
tss using the anti-resonance effect. This contribution describes an improvement and extension of this technique.

Results

The simplified dynamic model of a high-Q MEMS for a beam can be described by ẍ + γ1ẋ + ω2
1x = 0; here,

the free enveloped response presents a long tss, as is shown in Fig 1 a). Then, if two beams with a very close
natural frequency are added and coupled by a periodic signal, the resulting system can be described by
Let the system of equations:

ẍ+ Γẋ+ (Ω +B1β1η(t) +B2β2ν(t))x = 0 (1)

where Γ =

γ1 0 0
0 γ2 0
0 0 γ3

, Ω =

ω2
1 0 0
0 ω2

2 0
0 0 ω2

3

, B1 =

 0 b12 0
b21 0 0
0 0 0

, B2 =

 0 0 b13
0 0 0
b31 0 0

, η(t) =

cos (ωp1t) and ν(t) = cos (ωp2t). Then, the system (1), is coupled by two parametric excitation signals at
frequencies ωp1 = ω2 − ω1 and ωp2 = ω3 − ω1. The parametric excitation signals are applied in a short period
tpulse, named pulses. [1] provides a formula to compute tpulse. Simulating the equations for some values of
γi, ωi and bij in the Fig. 1 the results are shown. Fig. a) depicts the free enveloped response of the system in
the first mode x1(t), which can be observed as tss = 0.1 sec. Fig b) presents the response under the pulses of
parametric excitation η(t) and ν(t), where the tss is reduced to 6.6 ms. The excitation pulse’s effect is rapidly
transferring the vibrations from the first mode to the other two modes acting as dampers once the excitation
pulse is over.
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Detection of pull-in and periodic solutions of magMEMS model using Sturm’s theorem
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Abstract. An algorithm based on Sturm’s theorem is developed to predict and identify periodic and pull-in solutions
for a model of magnetic actuator arising from the design of a magnetic Micro-Electro-Mechanical Structure (magMEMS)
with current carrying filaments. Numerical simulations are performed to verify the proposed algorithm. The obtained
results are useful for understanding the operation of single-degree-of-freedom magMEMS.

Introduction

The operation of magnetic Micro-Electro-Mechanical Structures (MEMS) is affected by a pull-in effect which
occurs at certain thresholds. Detection of pull-in in the magnetostatic actuation is necessary for the design and
operation of magMEMS devices. Dynamic pull-in phenomena in actuators are effects of certain combination of
kinetic and potential energies resulting in the collapse of the moving structure. MEMS with magnetic actuation
offer better performance than traditional MEMS with electrostatic actuation due to the generation of much
larger force and fields that diminish more slowly with distance. The goal of this work is to present an algorithm
that for given system parameters can predict with high accuracy the periodic solution of magMEMS model with
current-carrying filaments, see Fig. 1, to avoid the dynamic pull-in.

Figure 1: MagMEMS with current-carrying filaments.

Application of Sturm’s theorem to detect dynamic pull-in

The motion of the wire can be described as a motion of point mass using a dynamic lumped parameter differ-
ential equation and can be derived from the second Newton’s law of motion. The resulting zero initial value
problem in the dimensionless form reads as follows

ẍ+ x−K

[
ξ2 (1− x)√
ξ2 (1− x)2 + 1

+
1

(1− x)
√
ξ2 (1− x)2 + 1

− ξ

]
= 0, (1)

where the actuation and geometry parameters are given by K = µ0i1i2L
2π k b2

, and ξ = b
L , respectively, cf. [2] . It is

assumeed that the currents in both wires are unidirectional, i.e., K ≥ 0. Notice that for ξ → 0+ the motion of
the filament is caused by the magnetic field of an infinite current-carrying conductor. In that case solutions are
periodic if K < K∗

0 whereas the touch-down occurs if K > K∗
0 where the dynamic pull-in threshold is given

by K∗
0 = 0.203632188 . . ., cf. [1]. The solution x(t) to zero initial value problem for Eq. (1) is periodic if and

only if its phase diagram, x vs. ẋ, is a closed curve. In the case of small values of the parameter ξ, the existence
of periodic solutions is ensured if f̃K,ξ(s) = −s2−2K log |1− s|−2Ksξ− 1

2Ks(s−2)ξ2 has a root in (0, 1).
The existence of roots of the function f̃K,ξ(s) can be precisely deduced from the Sturm’s theorem.
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Abstract. Atomically thin structures exhibit nonlinear damping that is amplitude-dependent. Different sources for this 

nonlinearity have been hypothesized, but consensus has not been reached. By performing molecular dynamics 

simulations, we show that nonlinear damping can emerge from coupling to a thermal bath. We perform ring-down with 

two different configurations. While an isolated crystalline membrane did not show signatures of nonlinear damping, we 

find that by linking the same system to a heat bath, ring-down measurements show two thermalization time constants. To 

confirm our observation, we use nonlinear membrane theory, couple it to a Nose-Hoover thermostat, and find that 

nonlinear damping is mediated through a quadratic coupling to the heat bath. Our simulations highlight the microscopic 

origins of damping in nanostructures, demonstrating the influence of heat baths in nonlinear dissipation processes 

experimentally probed in nanomechanical systems. 

Introduction 
Unlike typical macroscale structures that exhibit linear damping under external harmonic loadings, atomically thin 

structures tend to display amplitude-dependent nonlinear behaviour. Different physical sources for this behaviour 

have been enumerated, including coupling between flexural modes and in-plane phonons [1] and internal 

resonance [2]. Several studies have proposed that energy transfer between a structure and a thermal bath could 

also result in nonlinear damping [3]. However, it is hypothesized that these secondary resonators (thermal baths) 

mostly operate at particular resonances. In order to combine statistical thermodynamics and Newtonian 

mechanics for particles, molecular dynamics simulations have utilized thermostats to simulate thermal bath 

energy interactions. These thermostats are designed so that the entire system containing the nanostructure and 

heat bath satisfies the ergodicity criterion. Here we couple continuum mechanics with a Nose-Hoover 

thermostat to investigate the mechanical damping that can arise from such thermo-elastic interaction.  

 

Results and Discussion 
Simulations utilizing the NVE ensemble (a configuration  with constant number of atoms, volume, and energy) 

conserve the entire atom system's energy. However, it has been demonstrated that if a membrane is not properly 

pre-tensioned or its effective temperature is low, the energy of the first mode will pass to higher modes and 

cause damping in the resonator due to thermalization [4]. In order to rule out such a damping, we perform our 

NVE simulation for a sufficiently pre-tensioned membrane at low temperatures and observe that the resonance 

is not dampened in a ring-down simulation. With the addition of interactions with a heat bath (NVT ensemble), 

however, the resonances exhibit nonlinear damping. To understand the phenomenon better, we incorporate the 

Nose-Hoover formalism into a membrane model and observe the same behavior due to the emergence of a 

nonlinear coupling term. We observe that the nonlinear damping behavior is highly dependent on the bath-to-

resonator mass ratio and their thermal energy difference. 

 
Figure 1: a) Circular membrane interacting thermodynamically with a thermal bath, b) ring-down simulation for a membrane using 

MD with NVE and NVT ensembles, and c) continuum model incorporating a Nose-Hoover thermostat showing nonlinear damping. 

Resonances with linear damping should decay linearly due to the logarithmic y-axis; however, the decay is clearly nonlinear. 
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Abstract We present the fractional derivative impact on the dynamics of two systems. In both cases we focus on the 

cooperation of the damping term, the fractional derivative parameter and the external forcing to study it in the underdamped 

and the overdamped regime. 
 

Introduction 
 

We analyse the dynamics of the nonlinear Helmholtz and the Duffing oscillator with a fractional order 

damping. We have investigated the effect of taking the fractional derivative in the dissipative term in function 

of the parameter α. In both system we have studied the time to reach the asymptotic behaviours, being leave 

the well or reach an attractor, in function of the fractional parameter. The simulations have been carried for the 

underdamped and overdamped case.  

 
 

Figure 1: Figures (a) and (c) show the final state for the overdamped regime. Figure (b) and (d) show the time for the system to reach 

the final state. 
 

Results and discussion 
 

Among other results, we show that in the fractional case, in both systems, the overdamped regime, that in the 

non-fractional case is easily predictable, becomes more interesting and unpredictable.  Moreover, we discuss 

how some important behaviours of the systems change in function of the fractional parameter, see as an 

example Figs. 1. The figures show for the overdamped regime the final state of the systems (on the left, figures 

(a) and (c)) and the times to reach it (on the right, figures(b) and (d)). On the top, for the Helmholtz oscillator, 

the final state is the escape or not from the well. On the bottom, for the Duffing oscillator, the final state is the 

amplitude of the oscillations. Moreover, in the Duffing oscillator a resonance-like phenomenon induced by the 

fractional term can be found. To summarize, the results show that the overdamped case with fractional 

derivative becomes more interesting than in the classical case.  
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Abstract. this paper consider a generalized Van der Pol system with fractional derivatives excited by a white Gaussian
noise. Firstly, a generalized harmonic transformation is used to get an approximated expression. Applying stochastic
averaging methods with energy envelopes to obtain the Ito differential equations and obtaining the Kolmogorov backward
equations (KBE) related to the system energy. Then, combining Monte Carlo sampling to perform data-driven and neural
network, a new algorithm is obtained to solve the reliability function that satisfies KBE, which is the innovation of this
paper. The algorithm does not need boundary conditions and reduces the need for data volume in high-dimensional
problems.In addition, the algorithm is applied to obtain the stationary probability density function of the system.

Introduction

Engineering structure with viscoelastic material are generally modelled by a fractional-order system[1] ,
the reliability problem of relative structural vibration under random excitations is always a hot issue in the
field of the stochastic dynamical systems. Since the KBE equation satisfied by the reliability function cannot
be solved exactly, in the previous work, methods such as stochastic averaging[2] and Monte Carlo[3] are often
used to obtain numerical simulation solutions.Based on the fact that deep learning algorithms can show strong
accuracy in fitting functions, this paper provides a new algorithm for solving reliability functions.

Results and discussion

this paper uses the deep learning algorithm based on neural network to study the reliability problem of the
fractional stochastic dynamical system.

ẍ+
(
β1 − β2x

2 + β3x
4
)
ẋ+ ω2

0x+ εDαx (t) = W (t) (1)

The innovation of our deep learning is to use the training sample coming from the combination of Monte
Carlo simulation to the system with some certain reference points, which has the advantage of grid-less structure
and ability to solve high-dimensional systems. Its loss function is composed by two parts and shown below:

L (θ) =
1

N1

N1∑
i=1

(Lũ (xi, θ))2 +
1

N2

N2∑
j=1

(ũ (yj , θ)− v (yj))
2 (2)

In which the first part is the error caused by the neural network solution fitting the Backward Kolmogorov
equation at the training point, the second part is the inaccuracy between the neural network solution at the
reference points and the Monte Carlo approximate solutions. It is concluded that the reliability probability
is monotonously decreasing with the time increasing, and the results derived from the stochastic averaging
method and deep learning algorithm are nearly agreement with the accordant tendency.

Figure 1: Reliability function derived from stochastic averaging method and deep learning algorithm
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Abstract. This paper investigates the dynamic behaviour of a geometrically nonlinear nanobeam resting on the fractional 

visco-Pasternak foundation and subjected to dynamic axial and transverse loads. The nonlinearity is introduced into the model 

with the von Karman strain-displacement relation. The equation of motion is derived with Hamilton’s principle, discretized 

with Galerkin’s principle, and solved by using three different methods: perturbational multiple scale method, incremental 

harmonic balance method, and Newmark method. The cases with weak and strong nonlinearity are studied. The influence of 

different parameters, such as small scale parameters, external excitation, parameters of fractional visco-elastic foundation, etc., 

on amplitude-frequency diagrams is discussed in detail. 
 

Introduction 
 

Dynamic analysis of nanostructures under different excitation conditions is important for their application in 

nanoengineering practice. Introducing size and dissipation effects into continuum models of nanoscale 

structures can lead to more accurate results when compared to experiments and atomistic models. This paper 

analyses the transversal vibration of nonlocal [1] and nonlocal strain gradient [2] Euler-Bernoulli beam resting 

on a fractional visco-elastic foundation. The general nonlocal strain gradient constitutive relation is 

 

(1 − 𝜇2∇2)𝑡𝑥𝑥 = (1 − 𝑙2∇2)𝐸(𝑧)𝜀𝑥𝑥.                                                  (1) 

 

When 𝑙 = 0, it reduce to nonlocal theory. The nonlinearity is introduced into the model with the von Karman 

strain-displacement relation. Restitutive force of viscoelastic foundation is defined as: 

 

𝐹𝑚(𝑥) = (𝑘𝑤 + 𝐾𝑤𝐷𝛼)𝑤 − (𝑘𝑔 + 𝐾𝑔𝐷𝛼)
𝜕2𝑤

𝜕𝑥2 ,                               (2) 

 

The parameters 𝑘𝑤  and 𝑘𝑔 are usually set to zero [1], however, we explore their influence with this analysis. 

Equations of motion are derived with Hamilton’s principle, discretized with Galerkin approach, and solved by 

using three different methods: perturbational multiple scale method, incremental harmonic balance method, 

and Newmark method. The system dynamics are presented in the form of amplitude-frequency response plots. 

Results and discussion 
 

The influence of different parameters, such as small scale parameters, external excitation, parameters of 

fractional visco-elastic foundation, etc., on amplitude-frequency diagrams is analysed in detail. Results have 

shown that small parameters coming from stress gradient and strain gradient theory have a minor influence on 

the amplitude-frequency response. On the other hand, fractional derivative, external excitation, and visco-

Pasternak foundation parameters have a significant impact on the response. Additionally, when considering a 

beam composed of functionally graded material, it has been shown that the power-law index displays a 

significant effect on the amplitude-frequency response. The system vibration amplitudes are higher for the odd 

values of the power-law index compared to materials with the even values of this parameter. 
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Abstract. It is observed that the fractional derivative model is more accurate in describing the properties of viscoelastic 
materials, a fractional differential dynamics model of a microresonator is established using Rayleigh-Ritz method, Lagrangian 
equation and fractional Caputo differential theory, and simulations are carried out to analyse the influence of fractional order 
and other parameters of the system on the motion of the microresonator.   
 

Introduction 
 

Microresonator is a typical nonlinear dynamic device of micro-electro-mechanical systems (MEMS), in which 
the viscoelasticity plays a crucial role in its dynamics analysis. It was proved by experiment that the fractional 
derivative model of viscoelasticity is more accurate than the integer derivative model for soft tissue-like 
materials [1]. In addition to this, the fractional model has a good agreement with experimental tests on creep 
and relaxation, which means that fractional model may easily capture both relaxation and creep of materials 
[2]. And internal thermal damping of fractional model for viscoelastic materials is quite different from that of 
integer model [3]. 
In this paper, based on Rayleigh-Ritz method, Lagrangian equation and fractional Caputo differential theory, 
the fractional differential dynamics model of a microresonator is established with the feature of accurately 
describing the viscoelastic properties and internal thermal damping of materials. In the model, instead of the 
terms �̈�   and �̇�  in integer differential equation, the 𝐷 𝑥  and 𝐷 𝑥  represent respectively fractional 
differentials, 𝑝 ∈ (1, 2), 𝑝 ∈ (0, 1) ,which are non-integer. The predictor-corrector method is employed to 
carry out the simulations to analyse influence of system parameters on the motion of the system. 

Results and discussion 

Figure 1 depicts the bifurcations of the system with respect to the fractional order  𝑝  and 𝑝 . It is shown that 
the both fractional orders have obvious influence on the motion of the system. The influence of fractional order 
𝑝 is more significant than the fractional order 𝑝 . This figure also indicates that chaos can be suppressed by 
changing the viscoelastic and internal damping of the material. In addition to this, the results of this study 
shows that the amplitude and frequency of excitation voltage also have certain influence on the dynamic 
characteristics of the system. And with the variation of excitation amplitude and frequency, the system shows 
more complex dynamics behavior. 

 

 
 
 

Figure 1: The bifurcation diagram versus 𝑝  and 𝑝 . 
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Abstract. To know the state information of the spread of diseases, such as COVID-19 is of great importance as verified
by the recent pandemic. In this paper, we aim to investigate the state estimation of the spatial-temporal propagation of
COVID-19 based on a time-fractional reaction-diffusion susceptible-exposed-infected-recovered (SEIR) model. For this
purpose, we first regard a finite number of static sensors as mobile sensors based on the continuity of the state by traveling
between static sensors and supposing that at each given time only one of the static sensors in each line is active. Next,
we design an extended Luenberger-type observer that contains a state estimator and the guidance of mobile sensors to
ensure the desired state estimation requirements. A numerical example is finally presented to illustrate the accuracy and
the promising of our proposed state estimation strategy.

Introduction

To know the state information of epidemic system, which is required for monitoring or designing feedback
control is a fundamental issue in epidemiology. However, owing to the economic or physical constraints, this
is not easy to be realized. For this problem, based on system’s properties and in the spirit of [1], considerable
attention has been attracted on using mobile sensors to construct a Luenberger-type observer to estimate the
state information of system (see e.g.[2]). This is due to the fact that mobile sensors can contain additional
degrees of the freedom hence being more powerful to observing the studied system than that with non-mobile
sensors. Then, in this paper, based on our previous work on time-fractional reaction-diffusion SIR epidemic
system to model the spatial-temporal propagation of infection [4], we discuss the state estimation problems of
the following time-fractional reaction-diffusion SEIR model

C
0 D

α
t S(x, t) = d1

n∑
i=1

∂2S(x,t)
∂x2i

− β(x, t)I(x, t)S(x,t)N ,

C
0 D

α
t E(x, t) = d2

n∑
i=1

∂2E(x,t)
∂x2i

+ β(x, t)I(x, t)S(x,t)N − γ(x, t)E(x, t),

C
0 D

α
t I(x, t) = d3

n∑
i=1

∂2I(x,t)
∂x2i

+ γ(x, t)E(x, t)− κ(x, t)I(x, t),

C
0 D

α
t R(x, t) = d4

n∑
i=1

∂2R(x,t)
∂x2i

+ κ(x, t)I(x, t)

(x, t) ∈ Ω× [0, T ] (1)

under the output function obtained by m−mobile sensors

I∗(t) =

 I∗1 (t)
...

I∗m(t)

 =


∫ L
0 c(x;x1(t))I(x, t)dx

...∫ L
0 c(x;xm(t))I(x, t)dx

 . (2)

Here Ω ⊆ Rn is a bounded domain with smooth boundary, C0 D
α
t , α ∈ (0, 1] denotes the Caputo fractional

derivative and the meanings of rest symbols will be specified in our full-length paper.
In what follows, we aim to propose an approach on using the output (2) to estimate the state of model (1).

Results and discussion

The goal of this paper is to investigate the state estimation problem of system (1) based on the measurements
obtained by Eq.(2). For this, we extend our previous results in [2] and design an extended Luenberger-type
observer that contains a state estimator and the guidance of mobile sensors to ensure the desired state estimation
requirements using rigorous mathematical analysis. To illustrate the effectiveness of our main results, we shall
present a numerical illustration by generalizing our previous works in [4] where a numerical example on the
control of time-fractional reaction-diffusion SIR epidemic system is presented and in [2] where a finite number
of mobile zone sensors is used to estimate the state of semilinear time-fractional diffusion systems.
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Abstract. Reliability of a fractional-order hybrid energy harvester driven by Gaussian white noise is investigated in this 

paper. Firstly, the approximately equivalent system can be derived with the help of variable transformation and stochastic 

averaging method. Then the backward Kolmogorov equation governing the conditional reliability function and the 

generalized Pontryagin equation governing the statistical moments of first-passage time are obtained from the averaged 

equations. Finally, influences of system parameters on reliability function and first-passage time are presented by 

numerically solving the corresponding equations.  
 

Introduction 
 

Vibration energy harvester, which can convert the mechanical energy into electrical energy to achieve the 

self-powered of the micro-electromechanical systems (MEMS), has received extensive attention. To improve 

the efficiency of vibration energy harvesters, many approaches have been adopted including the combination 

of two conduction mechanisms, the use of the advanced materials and stochastic loading [1]. Some research 

results have shown that fractional-order models are suitable to describe the viscoelastic properties of 

advanced materials [2]. And the response of the fractional-order hybrid energy harvester driven by random 

excitation has been studied [3]. First-passage problem aims to determine the probability that systems 

response reaches the boundary of a bounded safe domain of state space within its lifetime. As one branch of 

reliability in mathematics, it can exactly describe the response feature and fatigue life of structures such as 

offshore platform, civil construction, etc. To the best of authors’ knowledge, there is little work on the 

reliability analysis of the fractional-order hybrid energy harvester driven by random excitation.  

 
  (a)                                         (b) 

Figure 1: Reliability function for different fractional order (a) and electro-mechanical coupling coefficient (b). 

 
  (a)                                         (b) 

 

Figure 2: Mean first-passage time for different fractional order (a) and electro-mechanical coupling coefficient (b). 
 

Results and discussion 
 

The reliability analysis of a fractional-order hybrid energy harvester subject to Gaussian white noise has been 

presented in this paper. As shown in Figs. 1 and 2, the reliability function is monotonically decreasing for 

time and the mean first-passage time is also monotonically decreasing for initial energy. In addition, the 

reliability function and the mean first-passage time increase as the fractional order   and the electro-

mechanical coupling coefficient 1  increase.  
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Abstract: This paper reports a novel six dimensional nonlinear dynamical system with the tangent hyperbolic memristor 

circuit and amalgamated image encryption. The dynamical system is analyzed using standard tools including phase 

portraits, equilibrium points, Eigenvalues, and Lyapunov exponents. Analysis suggests that the developed system is 

chaotic in nature and has exiting new 2D trajectories. The system generates two different trajectories of bird like phase 

portrait. The chaotic system is numerically solved with Caputo fractional order derivative for different values of fractional 

order (q). The fractional order circuits are designed for q = 1 and q = 0.99 utilizing the approximation fractional order 

technique of transfer function, showing great deal of agreement with the numerical results. Lastly, the random number 

generated from the chaotic system is utilized to scramble the image via the scheme of Amalgamated Image Encryption. 

The scrambled image is tested using different image security test algorithm to support the idea that the chaotic system and 

image can together form an advantageous key.  

 

Introduction 
The nonlinear dynamics of fractional order system and memristor based circuits have attracted an escalating attention in 

recent years. Memristor chaotic systems (MCS) have been discussed frequently as a new type of chaotic system. 

Memristor is the abbreviation of memory resistance, a basic component of a circuit system described by Chua in 1971 [1]. 

During operation, the memristor's resistance changes with the current flowing through the circuit, but it remains 

unchanged when switched off. A memristor plays a nonlinear role in voltage-ampere characteristics, allowing chaotic 

systems to perform better. As a result, chaotic systems have widely adopted it, resulting in MCS. Calculus of fractional 

order derivatives is now becoming an important aspect in the application of engineering and technology applications [2]. 

The field deals with integer and non-integer arbitrary order values for derivatives that are then applied to the study of 

various complex physical systems present in the world. The mathematics of fractional calculus requires great computing 

skills, as the subject is pretty much dependent on complex numerical solutions, complicated simulations and statistical 

analysis tools. The advantages of the fractional derivative model over the integer derivative model are its robust results, 

complex nature solution, its memory effects, and heredity assets for different systems.  

This study aims to make development in the field of memristor-based chaotic systems. The main idea is to 

investigate a novel 6D chaotic system with memristor-based system. Due to the unique nonlinear characteristics of the 

memristor different pseudo-random numbers are generated which are utilized to do cryptography. A new encryption 

method is presented, “Amalgamated Image Encryption” in which the chaotic data along with its parameter and initial 

condition, and a plain image is represented as a key for multimedia (i.e., image and video) [3]. The 6D chaotic equation 

and one of the phase portraits of the novel system is illustrated below. 
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Abstract. This paper introduces a generalized fractional-order complex logistic map and the FPGA realization of a
corresponding fractal generation application. The chaotic properties of the proposed map are studied through the bifurca-
tion behavior and maximum Lyapunov exponent (MLE). A concise fractal generation process is presented, which results
in designing and implementing an optimized hardware architecture. An efficient FPGA implementation of the fractal
behavior is validated experimentally on Artix-7 FPGA board. An example of fractal implementation is verified, yielding
frequency of 24.34 MHz and throughput of 0.292 Gbit/s. Compared to recent related works, the proposed implementation
demonstrates its efficient hardware utilization and suitability for potential applications.

Introduction

Chaos is mentioned in systems that are sensitive to initial conditions such that a small variation cause a signif-
icant difference in behavior. Chaotic systems are distinguished by their attractive characteristics like random-
ness, aperiodicity and fractal identity. Fractals are recognized by their complex geometric structures such as
the ones generated from Mandelbrot and Julia maps [1]. Chaotic systems are classified into continuous-time
maps and discrete-time maps. The discrete maps are classified into integer-order maps that can be extended
to fractional such as logistic and tent maps, and real maps that can be extended to complex such as logistic
and Gaussian maps. Several works introduced fractal generation from integer-order complex discrete maps
including logistic and Gaussian maps [2, 3, 4]. Realizations in digital hardware have become more practical
for industrial use. Fixed-point operations are widely used for hardware realizations to save costs and enhance
speed. The generalization of conventional chaotic systems into the fractional-order domain allows more accu-
rate understanding of the map behavior, increases the degree of freedom in design and enhances its performance
in applications. Fractional-order discrete chaotic maps are employed in several applications such as encryp-
tion, neural networks, synchronization and multi-scroll generation. Among several fractional definitions, EL
Raheem definition is simple and suitable for hardware implementation [5]. This paper proposes a generalized
fractional-order complex logistic map, fractals and their FPGA realization. The chaotic properties of the pro-
posed map are studied using bifurcation and MLE diagrams. The proposed hardware implementation of the
fractals based on the fractional-order complex logistic map utilizes simplified steps. The fractal behaviors are
validated experimentally on an Artix-7 FPGA kit. The proposed implementation is compared to recent related
works demonstrating its hardware efficiency and suitability for potential applications.

Results and discussion

The proposed design for fractals based on the generalized fractional complex logistic map is written in Verilog
HDL with the simulation of Xilinx ISE 14.7 and implemented on Xilinx FPGA Artix-7 XC7A100TCSG324
by using Chip scope. The outputs are wired to a 12-bit Digital to Analog converter, which is connected to a
digital oscilloscope to display the fractal behavior. The fractal example is realized and validated experimentally
on FPGA. The design achieves frequency of 24.34 MHz and throughput of 0.292 Gbit/s. A summary of FPGA
implementation results of this work and other implemented fractal works [2, 3, 4] is presented. The proposed
implementation consumes higher resources and lower frequency than [3, 4] due to the excessive arithmetic
operations needed for the fractional domain. On the other hand, the proposed implementation achieves efficient
hardware utilization and speed than [2] due to the simplicity of operations of the proposed map than Gaussian
map. The proposed realization is considered a promising solution to increase the degrees of freedom in the
design and enhance the performance in different applications such as encryption schemes and multi-scroll
generators.

References
[1] K. Bouallegue, A. Chaari, and A. Toumi, “Multi-scroll and multi-wing chaotic attractor generated with julia process fractal,”

Chaos, solitons & fractals, vol. 44, no. 1-3, pp. 79–85, 2011.
[2] B. M. AboAlNaga, L. A. Said, A. H. Madian, and A. G. Radwan, “Analysis and fpga of semi-fractal shapes based on complex

gaussian map,” Chaos, Solitons & Fractals, vol. 142, p. 110493, 2021.
[3] B.-A. M. Abo-Alnaga, L. A. Said, A. H. Madian, and A. G. Radwan, “Fpga realization of complex logistic map fractal behavior,”

Fractals, vol. 30, no. 01, p. 2250023, 2022.
[4] S. M. Mohamed, W. S. Sayed, L. A. Said, and A. G. Radwan, “Fpga realization of fractals based on a new generalized complex

logistic map,” Chaos, Solitons & Fractals, vol. 160, p. 112215, 2022.
[5] Z. El Raheem and S. Salman, “On a discretization process of fractional-order logistic differential equation,” Journal of the Egyptian

Mathematical Society, vol. 22, no. 3, pp. 407–412, 2014.



Fractional control performance assessment of the nonlinear mechanical systems
Patryk Chaber∗ and Paweł D. Domański∗∗
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Abstract. There are many approaches to assess control quality, from classical mean-square error or variance, model-
based and model-free approaches, to fractal or entropy measures. These indicators can be used for a variety of algorithms.
Nonlinear industrial solutions pose new challenges for such solutions. Indicators must be robust, reliable and informative.
They must work in the presence of disturbances and uncertainties. The complication of the process, its nonlinearities,
mutual correlations, variable delays and outlying anomalies should not limit it. Additionally, human influence must not
interfere with its robustness. One of the modern approaches that is gaining popularity is fractional calculus. It allows to
consider complex and non-stationary processes. It is shown that Geweke-Porter-Hudak (GPH) fractional order estimator
allows to assess control system quality. The method is validated using the laboratory mechanical servomechanism.

Introduction

Industry 4.0 transformation makes production versatile, flexible, sustainable, supporting vertical and horizontal
integration. Such plants require stringent control system, which operates close to its technological constraints.
Reliable control control performance assessment is a must. There are many approaches for the univariate PID
loops [1]. Real non-linear processes exhibit internal correlations with varying delays at different time scales that
reflect the long-range dependence or persistence properties. Modeling of such variables with regression models
is not enough. Auto-Regressive Fractionally Integrated Moving Average (ARFIMA) models [2] constitute
an alternative [3]. Our research follows above assumption. If the fractional model can be considered as the
fundamental process behind control data, its coefficients, especially the fractional-order, could be used as its
quality measure. This research uses GPH fractional order −0.5 < d < 0.5 estimator of the ARFIMA(p, d, q)
process [4]. Once d ∈ (−0.5, 0), the system is anti-persistent and exhibits long-range negative dependence. In
case of d ∈ (0, 0.5), the process is persistent and reflects long memory. Once d = 0, it is stationary independent
process. Anti-persistent properties indicate aggressive tuning, persistent sluggish and d = 0 good control.

Results and discussion

The laboratory nonlinear servomechanism system (Fig. 1) is used to visualize the method. The system allows
to measure the speed in two ways: using the tachometer and with the encoders. Each measurement has different
characteristics. The first one is very noisy with the noise magnitude that depends on the speed, while the latter
one is very smooth. The system is controlled by the PID controller with the anti-windup mechanism. They are
tested with stationarity tests and as the results control error data are incremented to remove the non-stationarity.

Figure 1: Laboratory servomechanism used during experiments
Table 1 shows sample experimental results that confirm initial assumptions. Fractional order does not depend
on the sensor. Similar tuning is reflected by the similar values. The better control is observed close to the
d = 0 value. Research addresses other issues, like the detailed impact of the PID parameters, the effect of the
controller saturation and the anti-windup. The fractional order is compared with other statistical indexes.

Table 1: Fractional order estimates d; PID parameters: {kp; kI ; kD; kH}; sensor used for feedback (E) - encoder, (T) - tachometer

{0.1; 0.1; 0.1; 0.0} (E) {2.0; 2.0; 2.0; 10.0} (E) {10.0; 0.001; 0.001; 0.0} (E) {10.0; 0.001; 0.001; 0.0} (T) {10.0; 10.0; 0.0; 10.0} (E)
encoder -0.3906 -0.4157 -0.1005 -0.0998 -0.1475
tachometer -0.3700 -0.4056 -0.1031 -0.0959 -0.1535
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Stepa Paunović∗, Milan Cajić∗ and Danilo Karličić∗
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Abstract. Bimorph cantilever beams have been widely used for piezoelectric energy harvesting. However, these
harvesters are efficient only in very narrow frequency ranges near resonant states. In this contribution a solution is
proposed by connecting multiple beams by fractionally viscoelastic coupling layers and adding concentrated masses. The
results show that the harvester operational range can be significantly broadened by the presented design procedure.

Introduction

Bimorph cantilever beams have been widely used for energy harvesting [1]. However, their operational fre-
quency range is very narrow, since they are effective only near the resonant state. Electric power output can
be improved by connecting beams at their free ends [2], but the operational range is still left narrow. Here, a
solution is proposed where Nb bimorph cantilever beams are connected along their entire length by coupling
layers as shown in Fig.1a, using fractional Kelvin-Voigt viscoelastic model with derivative order β, compliance
coefficient κ and retardation time τ . When individual beams’ natural frequencies are close but different, the so
obtained system enters a near-resonant state more often, effectively broadening the operational range.

Results and discussion

All beams have the same geometry (cross-sectional moment of inertia I and width b, length L and piezo-layer
thickness hp) and material characteristics (mass per unit length m, elasticity modulus Y , piezoelectric constant
e31 and permittivity ϵ33), while the k−th beam desired dynamic properties are achieved by attaching Nmk

concentrated masses mp(k) at positions xpk , where k = 1, 2 . . . Nb, p = 1, 2 . . . Nmk
. All piezo-layers are

connected in parallel to an electric circuit of resistance R. The system is subjected to transverse base motion
wb(t), inducing transverse beam displacements wk(x, t) and voltage v(t). For elastic Euler-Bernoulli beams,
equations of motion, electric circuit and boundary conditions (BCs) are:m+

Nmk∑
p=1

mpδ(x− xpk )

 ẅk + Y Iẇ′′′′
k − κ

(
1 + τβDβ

)
(wk−1 − 2wk+k+1) + e31b hpc v = 0,

Nb
ϵ33bL

hp
v̇ +

1

2R
v + e31b hpc

Nb∑
k=1

∫ L

0

ẇ′′
k dx = 0, wk(0, t) = wb(t), w

′′
k (L, t) = Y Iw′′

k (L, t) = Y Iw′′′
k (L, t) = 0

where Dβ is the left Riemann-Liouville fractional derivative and δ is the Dirac δ function. After homoge-
nization of the BCs and applying Galerkin discretisation, fractional derivative is approximated as in [3] and
frequency domain solutions for beam displacements and voltage are determined. Fig.1b shows the frequency
response function for electric voltage for the case of Nb = 5 beams connected by layers with τ = 0.2 and
various fractional derivative orders. The results show that by increasing the β, although the maximum volt-
age amplitude slightly drops, the system operational range broadens significantly, making the harvester more
efficient for a wider range of excitation frequencies and proving the effectiveness of the presented procedure.

w (t)b
R

a) b

Figure 1: a) The considered system of connected bimorph cantilever beams with attached concentrated masses, b) The electric voltage
frequency response function for Nb = 5 connected beams and various fractional derivative order for the coupling layer damping
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Abstract. In this paper the impact curves, obtained from the dropping of a weight over a viscoelastic fractal cushioning 

packaging system are computed to evaluate the dropping damage of a critical component. To capture high-frequency harmonic 

components observed during the impact time span, the approximate frequency-amplitude expression of the corresponding 

equation of motion is obtained via an ancient Chinese algorithm and Jacobi elliptic functions. 
 

Introduction 
 

The equation of motion that capture the fractal cushioning dynamic behavior of anti-vibration fractal materials 

can be assumed to be of the form [1]: 

𝑚 
𝑑

𝑑𝑆𝛼
(

𝑑𝑦

𝑑𝑆𝛼
) + 𝑔(𝑦, 𝑆) = 0, (1) 

with initial conditions:  
𝑦(0) = 0, �̇�(0) = 𝑣0. (2) 

Here α is a fractal parameter related to the cushioning surface porosity. Equation (1) provides information 

about the shape, duration, and peak magnitudes of the displacement, velocity, and acceleration curves that 

appear when a weight is dropped over at a certain height over a cushioning surface. Equation (1) can be also 

written as an ordinary differential equation introducing the fractal derivative definition 
𝑑𝑦

𝑑𝑆𝛼
(𝑆0

𝛼) = Γ(1 + 𝛼) lim
(𝑆−𝑆0)
Δ𝑆≠0

𝑦(𝑆) − 𝑦(𝑆0)

(𝑆 − 𝑆0)𝛼
 (3) 

and the two-scale dimension transform [2] 𝑡 = 𝑆𝛼 to get  

𝑚 
𝑑2𝑦

𝑑𝑡2
 + 𝑔(𝑦, 𝑡) = 0, 𝑦(0) = 0,

𝑑𝑦(0)

𝑑𝑡1/𝛼
= 𝑣0 (4) 

Results and discussion 
 

Figure 1a shows the system’s acceleration response evolution as the static stress increases. For low static stress 

values, the dynamic response is less complex when compared with those of higher static stress values. The 

fractal evolution on the cushioning material energy, as the frequency increases, is shown in Fig. 1b. Also notice 

from Fig. 1c that for higher cushioning material porosity values of α, the impact traveling wavelength 

increases, helping to reduce potential damages in the critical component which is consistent with observed 

practical applications.  

 

 
 

a)                                                                  b)                                                                    c) 
 

Figure 1: a) Configurational representation of the nonlinear modal amplitudes, b) frequency-amplitude response plot, and c) 

frequency-energy plot (FEP) that illustrates how the energy is transferred between modes. 

 

This work unveils the advantages of modeling the dynamics of cushion materials considering their molecular 

fractal structure, adopting a fractal equation of motion, and the two-scale fractal dimension transform as well as 

the fractal energy-frequency response curves. The fractal dimension parameter values of  elucidates how the 

energy produced during impact and the acceleration response for different values of static stresses are influenced 

by the surface porosity of the packaging cushioning system.  
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A Metamaterial Concept using the Hybrid Position Feedback Control Method and 

Bistable Structural Elements 
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Abstract. A new multi degree of freedom metamaterial concept that utilizes a hybrid position feedback controller is 

introduced and its characteristics are demonstrated. The concept is based on bistable element and associated controllers that 

are unstable-then-stable position feedback controllers. An arbitrary number of bistable segments or so-called “material 

elements” are attached to each other in a serial (or parallel) manner to generate a “distributed” multi-stable structure. This 

new metamaterial inherits the multiple bistable positions that its building blocks have; hence, the metamaterial becomes 

multi-stable. It can hold multiple positions without consuming power and has the capability of achieving many shapes. The 

proposed metamaterial concept can be used in various applications: locomotion in bioinspired systems, undulatory motion, 

morphing aerodynamic surfaces, wave guiding, and vibration attenuation. 

Introduction 
A bistable system has two stable configurations and one unstable equilibrium which can be exploited to design a 

functional metamaterial. The control of bistable structures using piezoelectric actuators has received significant 

attention recently. Arrieta et al. [1] and Bilgen et al. [2] introduced resonant control with a surface bonded 

piezoelectric device. Simsek et al. [3, 4] demonstrated an automated method for bidirectional state transfer on a 

wing-like cross-ply bistable plate using the hybrid control strategy and a piezocomposite actuator. Simsek et al. 

[5] demonstrated a piezoelectric-material induced monotonic snap-through without possibility of triggering cross-

well oscillations or chaotic response. Simsek et al. [6] introduced an HPF controlled bistable metamaterial 

concept. In this paper, the concept will be extended to multi-DOF model to demonstrate full capacity. 

Results and discussion 
A parametric analysis is carried out for four different scenarios which are: (1) all forward (from stable state 1 to 

stable state 2), (2) DOF1 forward while DOF2 backward, (3) DOF1 backward while DOF2 forwards, (4) all 

backward. Figure 1 demonstrates behavior of a two degrees of freedom (2DOF) system where the elements are in 

series configuration. The green color indicates the controller parameters that achieve convergence to the desired 

state for predefined scenarios. The other colors in the figure are undesirable with the number of unsatisfied case(s) 

indicated in the legend. The results show that the concept is working for a 2DOF system; however, it needs to be 

extended to multi DOF models to realize the full functionality of metamaterial concept. This will be one of the 

contributions of the full paper. 

 
Figure 1: Parametric analysis for the 2DOF bistable Duffing-Holmes system with the hybrid controller in series configuration. 
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Abstract. The energy exchanges in a chain of oscillators is studied. The chain is composed by identical cells which
correspond to a two degree-of-freedom (dof) systems composed by a linear oscillators linearly coupled to a grounded
nonlinear oscillator with a time-dependent rigidity. The detection of the different dynamics makes it possible to predict
the different regimes of the system.

Introduction

We consider a chain of coupled oscillators (see Fig. 1a) which is composed of n identical cells. A unit cell
is a two dof system composed of a linear main oscillator (mass Mj) weakly coupled to a grounded nonlinear
oscillator (mass mj) [1] (j ∈ [1, n]). Two adjacent masses Mj are equally spaced at rest position with the
distance ∆x. We set uj and vj the displacements of the mass Mj and mj , respectively and Λ(v) as the
nonlinear time-dependent restoring function. We suppose furthermore that mj ≪ Mj , each mass Mj is under
external excitation (Fj(t)) and the chain is periodic.
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Figure 1: a) Schematic of the studied system: a chain of linearly coupled Mj , j = 1, 2, .., L masses which are
locally and linearly coupled to mj masses possessing nonlinear restoring forcing functions. The Mj masses are
equally spaced (∆x) at rest positive. b) Slow Invariant Manifold (SIM) (blue line) and numerical integration of
governing equations (red line) for the projected chain with a constant nonlinear rigidity.

Results and discussion

We would like to predict responses of the mentioned chain around one of its modes. For this we study the
projected equations on an arbitrary mode of the system for a constant and time-dependent nonlinear rigidity.
Thus the model of the chain is reduced to a two dof system. The idea is to design the chain for localisation of
vibratory energy [2]. For this we will detect the SIM, the fast and slow dynamics of the projected system via
introducing the complex variable of Manevitch [3] and using the multiple scale method [4]. This will lead to the
determination of characteristics points of the system: equilibrium and singular points corresponding to possible
periodic and non-periodic regimes. As an example, Fig. 1b depicts the SIM of the projected system with “con-
stant cubic nonlinearity” (in blue) as function of system amplitudes (N1 and N2). This figure is supplemented
by numerical results of the forced system (in red). Due to existence of singularities, the system presents mod-
ulated response corresponding to repeated bifurcations between stable branches of the SIM. The same study is
carried out on the chain with time-dependent nonlinearity which will be presented and commented upon.

To validate and show the relevance of the projection method, the numerical results of the projected chain are
compared to those of the discrete chain.
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Abstract. Due to the impracticality and the need for external bias in dynamic or activated media, the study of passive
systems to break acoustic reciprocity have recently gained many researchers’ attention. In this work, we aim to passively
break acoustic reciprocity using asymmetric strongly nonlinear locally resonant lattices. The asymmetry in the lattice is
induced through modulating the stiffness of local resonators embedded within the cells. This allows modifying existing
structures without the need to completely replace the structure or conduct major changes. The achieved non-reciprocity is
induced by the fact that these structures can support traveling breathers and the presence of different families of breathers
depending on the lattice parameters. The stiffness modulation offers tunable passbands (PBs) in the band structure that
can overlap and separate at different energy levels. The numerical results demonstrate that the partial overlap between
these PBs can lead to strong passive acoustic non-reciprocity.

Introduction
Due to their unique dynamical properties, mechanical metamaterials have recently drawn the attention of many
researchers. Beyond the linear regime limit, metamaterials can exhibit interesting nonlinear behavior that can
offer additional dynamical properties with no counterpart in linear metamaterials [1]. For instance, nonlinearity
can lead to energy-dependent band structures, ultra-low frequency bandgaps, intermodal hopping, and subhar-
monic bandgaps. In addition, pure strongly nonlinear lattices (i.e., sonic vacua) can support traveling breathers
[2]. Breathers are traveling oscillatory wavepackets with spatially localized envelopes and energy-dependent
speeds. Strongly nonlinear (sonic vacua) lattices with an asymmetric stiff/soft interface have shown reciprocity
breaking induced by breather propagation [3]. The asymmetric stiff/soft interface lattice can be demonstrated
through grounding stiffness modulation in sonic vacua lattices. In this work, we consider a strongly nonlinear
asymmetric grounded locally resonant lattice waveguide. The lattice’s cells are connected by a purely cubic
nonlinear stiffness with no linear component (i.e., sonic vacua). The lattice consists of two sub-lattices (i.e.,
stiff/soft interface). The stiffness modulation is demonstrated through the linear local resonator stiffness.

Figure 1: Spatio-temporal plots of the instantaneous total energy in the system excited from the stiff chain (left
panels) and from the soft chain (right panels) at different energy levels: (a) Stiff sub-lattice excited, I0 = 0.6.
(b) Soft sub-lattice excited, I0 = 0.6.

Results and discussion

Upon exciting the stiff sub-lattice (Fig. 1(a)), breather propagation is also limited to the sub-lattice where
breathers are generated and no breathers can penetrate the interface in the stiff/soft direction. However,
breathers can penetrate the interface between the sub-lattices and travel through the stiff chain when the soft
chain is excited in the soft/stiff direction, as shown in the Fig. 1(b). This indicates that a strong acoustic non-
reciprocity at this energy level can be realized passively through the proposed structure. Indeed, the partial
overlap between the PBs of both sub-lattices results in breaking the reciprocity at this energy level.
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Abstract. In nonlinear ultrasonics, the interaction of a monochromatic wave with nonlinear elastic materials generates higher 

harmonics (2f, 3f, ….), known as harmonic generation. The sensitivity of higher harmonics amplitudes due to harmonic 

generation and harmonic scattering towards design parameters of nonlinear metamaterials, such as widths of the nonlinear 

elastic layers, makes the inverse design of nonlinear metamaterials challenging. Periodic and quasi-periodic linear and 

nonlinear mechanical metamaterials are designed by solving inverse design problems to control nonlinear elastic waves in 

solids. The time-dependent inverse design problems include a forward problem implemented using the finite element method. 

The inverse problem is proposed as a time-dependent optimization problem and solved using the Nelder-Mead algorithm.  
 

Introduction 
 

Nonlinear ultrasonics has shown its effectiveness in quantifying early-stage damages such as micro-cracks, 

dislocation substructure, micro-voids, etc. Harmonic generation due to the interaction of monochromatic (f) 

waves with early-stage damages is demonstrated in various theoretical [1], computational [2], and experimental 

[3] studies. Measuring amplitudes of such higher harmonics is important as they give information about the 

intensity of early-stage damages. During experiments, system-generated higher harmonics are introduced due 

to instrumentation, such as a short pulse power amplifier that masks the damaged material's natural harmonic 

response [4]. Suppression of such system-generated higher harmonics like 2nd (2f) and 3rd (3f) harmonics can 

be achieved by designing appropriate metamaterials. The harmonic generation and scattering are highly 

sensitive to the widths of metallic layers present in metamaterials [1]. The nonlinearity effects of the materials 

used in the design of metamaterials need to be addressed. This research aims to design robust linear and 

nonlinear metamaterials for nonlinear ultrasonic applications through the inverse design approach. A shape 

optimization problem is defined for the design of layered linear, nonlinear, periodic, and quasi-periodic (Figure 

1) metamaterials by simulating wave propagation studies using the finite element method. 
 

   
a) b) 

 

Figure 1: Schematic of quasi-periodic metamaterial. 

Figure 2: Frequency responses of the waves passing through the 

inversely designed periodic (a) and quasi-periodic (b) nonlinear 

metamaterials that suppress 2nd (2f) and 3rd (3f) harmonics as well as 

maintaining the amplitude of the 1st (f) harmonics maximum. 
  

 

Results and Discussion 
 

Capabilities of the inversely designed periodic and quasi-periodic linear and nonlinear metamaterials to control 

nonlinear waves are demonstrated through this novel, most realistic, and universal inverse design approach 

(Figure 2). Interestingly, some inversely designed linear metamaterials also show similar responses to 

nonlinear metamaterials. Harmonically scattered waves are trapped within the metamaterial due to the complex 

interplay between harmonic generation and scattering of waves between multiple nonlinear elastic layers.  
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Abstract. In this paper, we studied a nonlinear metamaterial based on the nonlinear damping effect. The proposed
design combines a linear host cantilever beam and periodically distributed inertia amplifiers as nonlinear local resonators.
Firstly, the geometric nonlinearity induced by the inertia amplifiers is studied to reveal the amplitude-dependent damping
effect. Secondly, a modal analysis method is implemented to form a lumped parameter model for the nonlinear meta-
material. This model is further solved by a numerical harmonic balance method under periodic base excitation. Finally,
the nonlinear energy transfer inside the proposed design is studied to investigate the nonlinear interaction between local
resonators and different vibration modes. The theoretical results show that the bandgap is amplitude-dependent, broad-
ened, and gradually degenerated due to the nonlinear damping effect. It also further leads to an efficient modal dissipation
capacity of the host structure, which has significant potential in shock wave mitigation.

Introduction

Recently, locally resonant metamaterials have been proven effective for vibration mitigation. However, their
bandgaps decided by the underneath linear structures are usually narrowed when compared with the well-known
nonlinear energy sinks [1]. Therefore, the pursuits to introduce nonlinearities into metamaterials have combined
the advantages of these two research areas and raised novel concepts in the sense of structural dynamics,
such as broadband vibration attenuation, non-reciprocity in periodic lattice, and breather energy localization.
Based on this idea, we investigate a nonlinear metamaterial theoretically and experimentally for broadband and
shock wave mitigation built on inertia amplifiers [2], which introduces the nonlinear damping effect into the
metamaterial.

Figure 1: The schematic of the nonlinear metamaterial, the transmissibilities of the host beam, and the limit cycles of nonlinear local
resonators.

Results and discussion

The schematic of the nonlinear metamaterials is shown in Fig. 1, which combines a linear host cantilever beam
with inertia amplifiers as nonlinear local resonators. A modal analysis, together with a numerical harmonic
balance method, is employed to solve the steady-state frequency response of the host beam and local resonators
under harmonic excitation. The nonlinear transmissibilities show that the bandgap has been broadened due to
the nonlinear damping effect. It also leads to the degeneration of bandgap with the increase of excitation level.
In addition to the bandgap range, the modal frequency peaks have also been attenuated due to the nonlinear
interactions with local resonators, which is verified by the limit cycles of the local resonators. With the wave
propagation from the left to the right side of the host beam, the limit cycles of local resonators indicate more
modal frequency interactions. This nonlinear interaction between the host beam and local resonators features
an efficient modal dissipation capacity, and could be potentially used in shock wave mitigation.
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Modal interactions in a non-linear mass-in-mass periodic chain
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Abstract. The multiple scale dynamics of a forced periodic chain composed of cubic mass-in-mass cells is considered.
Dispersion equation of the continuous expression of the system permits modal decomposition of response functions.
A particular 1 : 3 internal resonance is considered and continuous equations are projected on the two relevant modes.
Selection of fast and slow dynamics leads to obtaining the slow invariant manifolds (SIM) and frequency responses of the
chain.

Introduction

Firstly introduced in the magnetic field [1], metamaterials are presenting unnatural properties due to their spe-
cial architecture. Mechanical and vibro-acoustical metamaterials were later designed for control of mechanical
energies [2]. Such systems, e.g. mass-in-mass, can be designed to present negative indices. Other variants of
this type of metamaterials can be fabricated via multiple inclusions [3] or nonlinearity inclusions [4] leading to
multiple tunable bandgaps. In this work, a periodic nonlinear mass-in-mass chain is considered, see Fig.1. In
details, it is composed of equally spaced masses m1 at rest positions which are linearly coupled to each other.
Each mass m1 houses a mass m2 which possesses a cubic restoring force.
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Figure 1: Periodic cubic mass-in-mass chain.
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Figure 2: Time histories of modal coordinates of first (p1) and third (p2) mode under initial displacement
p1(0) = 0.75 and the rest zero

Results and discussion

Inspection of linear part of continuous equations lead to detection of modal characteristics of the system. As an
example, a 1 : 3 internal resonance is considered. Response functions are decomposed in well chosen bi-modal
form and governing equations are projected on two internally resonant modes. Figure 2 presents time histories
of modal coordinates of internally resonant modes (first and third mode) represented by p1 and p2, respectively.
Asymptotic responses [5] of the system are considered. Fast dynamics [6] of the projected system leads to
detection of two SIMs associated to two internally resonant modes. Slow dynamics [6] provides singular and
equilibrium points, which lead to the prediction of periodic and quasi-periodic behaviors.
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Abstract. In the field of metamaterial design, tailoring nonlinearities can markedly expand the realm of wave manipula-
tions. However, the optimal design of metamaterials with nonlinearities is hampered by a dynamic behavior that exhibits
discontinuities and is highly sensitive to uncertainties. For this reason, a specific stochastic design optimization approach
is introduced. The algorithm tackles discontinuities and accounts for uncertainties. In addition, the approach introduces
a formulation based on a field representation of the design variables, thus reducing the dimensionality of the problem.
The stochastic optimization algorithm is demonstrated on the vibration mitigation of a chain of nonlinear resonators. It is
shown that the combination of the stochastic optimization algorithm and field representation provides more flexibility in
tailoring the chain properties.

Introduction

The design and manufacturing of metamaterials has become an intense research field. From simple band gaps,
which prevent the propagation of waves within certain frequency ranges, to the creation of invisibility cloaks,
metamaterials offer a host of wave manipulation capabilities [1]. It has long been understood that nonlinearities
at the unit cell level can substantially increase the range of possible wave manipulations. Nonlinearities of
various forms (e.g., stiffness, constitutive law) have been investigated to achieve specific wave characteristics.
Among all the possible promising applications, this study focuses on vibration and shock mitigation.
The design optimization of metamaterials is tedious for several reasons. First, the presence of nonlinearities
can lead to discontinuous responses, representative of the high sensitivity of the system dynamics to uncer-
tainties (e.g., material properties, loading). Another difficulty stems from the very large number of units in a
metamaterial, which makes optimizing units individually computationally intractable.

Results and discussion
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Figure 1: ”Mass-in-mass” chain of resonators.

This work introduces the first step towards a general frame-
work for the robust design of nonlinear metamaterials. Specifi-
cally, this research focuses on a stochastic optimization approach
which accounts for discontinuities detected through clustering
[2]. Clusters correspond to various dynamic behaviors and can
be mapped onto different regions of the search space, whose
boundaries are identified using a support vector machine clas-
sifier. The performance of the metamaterial in each region is
approximated using Kriging surrogates, which are efficient to
propagate uncertainties. The approach was originally developed
for nonlinear energy sinks, which exhibit a discontinuous response in the form of an activation threshold [2].
This work also addresses the difficulty due to the dimensionality of the optimization problem (i.e., large num-
ber of unit cells) through the use of a field representation. To reduce the problem dimensionality, properties
such as the nonlinear stiffness are represented using a spatial field over the metamaterial domain. The field is
governed by a handful of stochastic coefficients, thus substantially reducing the dimensionality of the problem.
Among the possible problem formulations, the proposed approach is used to optimize the mean of performance
metrics such as the RMS response in the case of vibration mitigation. In this study, the optimization of a
one-dimensional chain of resonators is considered for demonstrative purposes (Figure 1). The chain, which
follows a “mass-in-mass” configuration, is made of units constituted of a main linear resonator and an internal
nonlinear resonator. The nonlinearities considered in this study stem from the stiffness properties of the internal
resonators. Uncertainties related to stiffness properties, excitation frequencies and amplitude are included in
the optimization problem. It is shown that the stochastic optimization is able to tailor the properties of the chain
to, for instance, mitigate vibrations. The results also demonstrate the capability of the field approach to reduce
the dimensionality of the stochastic optimization problem while achieving performances not achievable with
properties constant over the chain.
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Abstract: 
                   The transition metal is a planar metallic organic structure, and tetra-cyano-benzene is one of 

the most studied networks of 3d series of transition metal. Tetra-cyano-benzene behaved as a useful 

object in the alloy synthesis industry due to its excellency of hardness. Interestingly, the TM –TCNB 

systems are metallic in any event in one turn heading and show long-run ferromagnetic coupling on the 

off chance that for attractive structures, which speak to perfect applicants and a fascinating possibility of 

uncommon applications in spintronics. To study this, tetra-cyano-benzene structure we use an authentic 

mathematical tool known as vertex-edge and edge-vertex base topological indicators and shows some 

physical and chemical properties in numerical form, to understand the structure deeply.  The topological 

indices are the numerical invariants of a molecular graph and are very useful for predicting their physical 

properties. Here, we calculate the degree based topological indices of line and paraline  graph of 

Transition Metal Tetracyanobenzene 𝐶10𝐻2𝑁4[𝑚,𝑛] for (m × n) chain 2D structure like general Randic 

index 𝑅𝛼 for different values of α = (1,−1,1/2,-1/2 ), Geometric Arithmetic index, Forgotten topological 

index, first, second and third  Zagreb index, Atom-bond connectivity index, first and second 

multiplicative Zagreb index, Symmetric division index, Sum-connectivity index, Reduced Reciprocal 

Randic index, first and second Gourava index, first and second Hyper-gourava index, first, second and 

third Reduced Zagreb index and Balban index for transition metal tetra-cyano benzene based on vertex-

edge and edge-vertex degree. 

Introduction:  
                      The metal-organic networks transition metal of the three-dimensional series: Ti, V, Cr, 

Fe, Co, Ni, Cu or Zn(TM) tetracyanobenzene (TCNB) has a high melting and boiling point with low 

band energy which assist the electrical and thermal conductivity.  Due to the finer size of TM−TCNB, 

it has more physical and mechanical qualities, such as good hardness, as a result, it is mostly 

employed in the alloy synthesis industry to refine high-temperature stability. Line graphs have been 

used in chemistry since the very beginning of structural chemistry. Bertz [1] was the first to suggest 

the use of line graphs of molecular graphs and their invariants for representing organic molecules 

physicochemical characteristics and also he established the first topological index based on a line 

graph in 1981, and further the idea of molecular branching and complexity. There are several 

topological indices based on the molecular graph’s line graph. Line graphs were rarely employed in 

various mutually unrelated disciplines of chemistry. 

Topological indices are generally classified into three categories degree-based, distance-based and 

spectrum-based. Wiener conceived the idea of first topological indices in 1947 while he determined 

the boiling point of paraffin [2]. After this he named this index ''Wiener index". Then came the 

topological index theory. Now a days there are several topological indexes available like Randi´c 

Index, atom bond connectivity index, geometric arithmetic index and Zagreb index. The first Randi´c 

index of a chemical graph G is introduced by Randi´c in [3] 1975 this is the first and oldest degree 

based topological indices. Gutman [4] presented the first and second Zagreb indices in 1972.   
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Abstract. The concept of metamaterials can be enhanced with use of nonlinear designs for vibration mitigation purposes. To 
specify the frequency zones within which wave propagation is prevented, it is necessary to study the corresponding dispersion 
curves. In this work, a geometrically nonlinear metamaterial inducing a negative stiffness effect is investigated. The bandgap 
formation is studied with the use of analytical methods and numerical techniques, evaluating their compliance. An energy 
dependent behaviour is identified, which is attributed to the nonlinear nature of the design. 
 

Introduction 
 

The mitigation and control of mechanical vibrations forms a major challenge in engineering applications. The 
recently developed concept of metamaterials can be applied for wave manipulation purposes [1]. These are 
configurations that consist of periodically arranged unit cells and can form specific frequency ranges 
(bandgaps), where wave propagation is obstructed. The introduction of nonlinearity in such configurations  can 
enhance their vibration mitigation capabilities both in terms of widening the bandgap, as well as shifting this 
toward lower frequencies. The current study focuses on a geometrically nonlinear metamaterial lattice, 
inducing negative stiffness behaviour [2]. This is formed by periodic arrangement of repeated unit cells, as 
depicted in Fig. 1(a). Each cell, of lattice constant a, consists of an external mass m that is connected to an 
internal mass μ via a nonlinear element and linear viscous damping cn, while neighboring cells are 
interconnected with linear stiffness and damping k and c respectively. The adoption of a triangular arch 
configuration results into geometric nonlinearity under large displacement consideration, while negative 
stiffness is observed in a specific region of the equilibrium path. This arch is formed by two identical linear 
springs of stiffness kn, arranged in a triangular geometry of height H and base 2L, as shown in Fig. 1(a).  

 

 
(a) (b) 

Figure 1: Geometrically nonlinear metamaterial. (a) Unit cell. (b) Dispersion curves (bandgap highlighted in green). 
 

Results and discussion 
 

Determination of the created bandgap requires calculation of the corresponding dispersion curves of an infinite 
lattice, i.e. the plot of the frequency f versus wave number q, depending on of the response magnitude. This 
calculation is initially performed via use of the Harmonic Balance Method (HBM), with the results of this 
process shown in Fig. 1(b). Due to the nonlinear nature of the design, the dispersion relation is dependent on 
the relative oscillation amplitude |V1|, between the nonlinearly connected masses. The resulting bandgap is 
defined to be the range, where no real frequency solutions exist. To further study the bandgap characteristics 
of the system, the Nonlinear Normal Modes of the unit cell are evaluated for varying energy levels. Energy 
dependent curves are therefore formed for the in-phase and out-of-phase modes, indicating the boundaries of 
the bandgap [3]. The respective results are compared against the output of the HBM, evaluating the resulting 
agreement, while estimation of the dispersion curves with numerical techniques validates the analytical 
calculations. 
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Abstract. An experimental-theoretical study is conducted on the extreme parametric resonance response of a cantilever
with a tip mass. A state-of-the-art in vacuo base excitation experimental set-up is used, consisting of a vacuum chamber
and a feedback-controlled long-stroke shaker, together with a high-speed camera to capture large-amplitude motions. A
geometrically exact model based on the centreline rotation is utilised for the theoretical part. Extensive comparisons are
conducted between experimental observations and theoretical predictions. It is shown that the geometrically exact model’s
predictions are in excellent agreement with the precisely conducted experimental measurements.

Introduction
Dynamical characteristics of cantilevers have been the topic of investigation by many researchers over the last
few decades, with earlier investigations conducted by Crespo da Silva and Glynn [1], who derived the third-order
nonlinear equations of motion of a cantilever using the inextensibility assumption, and utilised the method of
multiple scales to solve the equations, and Nayfeh and Pai [2], who investigated the lateral vibrations of a
base-excited cantilever using a third-order model and the method of multiple scales. Recently, Farokhi et al. [3]
proposed a rotation-based geometrically exact model for examining extreme oscillations of cantilevers, which
was followed by an experimental study [4] which validated the accuracy of the proposed rotation-based exact
model. This study examines the extreme oscillations of an axially excited cantilever with a tip mass in the
parametric resonance region for various base acceleration levels.
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Figure 1: (a) Experimental set-up. (b, c) Parametric resonance responses of the cantilever with the tip mass at 0.25g RMS
axial base acceleration for transverse and rotational motions at the tip of the cantilever, respectively. Symbols indicate the
experimental results, while solid and dashed lines show the stable and unstable theoretical solutions, respectively.

Results and Discussions
Three sets of experiments are conducted at RMS acceleration levels of 0.15g, 0.20g, and 0.25g using the
set-up shown in Fig. 1(a), and detailed comparisons are carried out between the experimental and theoretical
results. The results for a representative case are shown here. More specifically, Figs. 1(b) and (c) show the
transverse and rotational motion frequency responses for the case of 0.25g RMS base acceleration. As seen,
the cantilever displays a hardening-type nonlinear behaviour in the parametric resonance region as predicted
theoretically and confirmed via experimental observations. Furthermore, it is seen that the geometrically exact
model’s predictions are in excellent agreement with the experimental results even at this excitation level for
which the cantilever undergoes oscillations of extremely large amplitudes. Hence, these comparisons validate
the accuracy of the exact model for moderate to extreme vibration analysis of axially excited cantilevers.
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Abstract. Nonreciprocal devices can provide new functionalities for steering of elastic waves. Breaking the mirror
symmetry is a necessary condition for enabling nonreciprocal dynamics in nonlinear devices. But the response of a non-
linear system with broken mirror symmetry is not necessarily nonreciprocal, even near the system resonances. Here, we
present methodology for obtaining stable nonlinear reciprocal dynamics in coupled systems with broken mirror symmetry.

Introduction

Reciprocity relations describe invariance properties of elastic wave propagation in materials [1]. In linear, time-
invariant materials, reciprocity means that the response of a material to an external load remains invariant with
respect to interchanging the locations of the source and receiver. Avoiding this invariance property has posed a
challenge in the design of modern devices for wave engineering. Breaking the mirror symmetry is a necessary
requirement for nonreciprocal dynamics to exist in nonlinear systems. Such asymmetry is a necessary condition
for enabling nonreciprocal dynamics in nonlinear systems, but it is not a sufficient condition.
In this work, we present a methodology for restoring dynamic reciprocity in coupled systems with broken
mirror symmetry. We use the archetypal framework of two coupled oscillators for this purpose. The governing
equations that we consider are

ẍ1 + 2ζẋ1 + x1 + kc(x1 − x2) + kNx
3
1 = F1 cos(ωf t),

µẍ2 + 2ζẋ2 + rx2 + kc(x2 − x1) + kNx
3
2 = F2 cos(ωf t)

(1)

We develop numerical continuation codes through the software AUTO to compute the steady-state response
of Eq. (1) as a family of periodic orbits; see [2] for the further details. We present results corresponding to
ζ = 0.05, kc = 5 and kN = 1. Parameters µ and r control the mirror symmetry of the system.

Results and discussion

To test for reciprocity, we need to compare two configurations: (i) forward, where F1 = P , F2 = 0 and the
monitored output displacement is xF2 (t), (ii) backward, where F1 = 0, F2 = P and the monitored output
displacement is xB1 (t). Reciprocity holds if and only if xF2 (t) = xB1 (t).
Fig. 1(a) shows a special case of nonreciprocal dynamics for µ = 1.5 near the second mode of the system,
where nonreciprocity manifests itself as a difference in phase, but not amplitude, of the forward and backward
configurations [2]. This state is characterized by a nonreciprocal phase shift, ∆φ. To achieve reciprocity, we
need to simultaneously keep the amplitudes of xF2 (t) and xB1 (t) equal and set ∆φ = 0. This is only possible
by using a second symmetry-breaking parameter, r. Fig. 1(b) shows the evolution of the reciprocity norm,
R = (1/T )

∫ T
0 (xF2 − xB1 )dt, and nonreciprocal phase shift, ∆φ, as a function of r. Reciprocity is restored,

R = 0⇔ xF2 (t) = xB1 (t), because the two symmetry-breaking parameters are effectively balancing each other.

Figure 1: (a) Phase nonreciprocity at P = 0.5 with µ = 1.5 as the symmetry-breaking parameter. This is achieved near ωf ≈ 3. (b) A
second symmetry-breaking parameter, r, brings nonrecipcal phase shift to zero near r ≈ 6.7.
In conclusion, we demonstrate the possibility of restoring dynamic reciprocity in coupled nonlinear systems
with broken mirror symmetry. This is achieved by simultaneously tuning two symmetry-breaking parame-
ters such that the second symmetry-breaking parameter can counteract the original asymmetry and restore the
reciprocity invariance in the system. We interpreted the results in the context of phase nonreciprocity.
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Abstract. Wave propagation of honeycomb metamaterials hosting nonlinear resonators is studied. The projection
method based on the Floquet-Bloch theorem is used to explore the linear and nonlinear dispersion properties. The method
of multiple scales is applied to get the closed form expression of the nonlinear manifolds parametrized by the amplitudes,
frequency, and wave number. The effects of the nonlinearity on the stop band frequency are thus investigated, furthermore,
the optimization issues of the resonators’ mass, stiffness, damping and nonlinearity towards certain requirements of the
stop band characteristic are addressed.

Introduction

Mechanical metamaterials are attracting a great deal of attention thanks to their potential for suppressing or
attenuating the propagation of elastic waves by creating stop bands. In the literature, many works addressing
metamaterial focused on the linear dispersion properties or on the nonlinear frequency response, the present
work aims to investigate the effects of the local nonlinear resonators parameters on the dispersion relations of
the honeycomb (see the schematic view inside Fig. 1(a)), and thus, to ensure stop band behavior and to find
the optimal design of the resonators. The analytical prediction of the stop band properties and the comparison
between the generated nonlinear stop bands and the linear counterparts are investigated.

Figure 1: (a) The dispersion curves of the honeycomb with single-dof nonlinear resonators, the red and black dashed curves represent
the dispersion properties of the plate without resonators and with linear resonators, respectively. The nonlinear optical and acoustic
frequencies are shown by the blue and green curves, respectively. G is the ratio between nonlinear (blue) and linear (grey) stop band
width. (b) Design chart with the suggested type of resonator nonlinearity based on the stiffness and mass of resonators.

Results and discussion

The linear dispersion functions ω− and ω+ are obtained by the eigenvalue problem of the mechanical system
[1], which describe the lower-frequency curve (acoustic branch) and the higher-frequency curve (optical branch)
of the linear dispersion spectrum, respectively. By applying the asymptotic approach of multiple scales [2] to
the equation of motion in modal coordinates, one can finally obtain the nonlinear frequency of the acoustic
mode (ω−

nl) and optical mode (ω+
nl), read as:
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)
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where a± are the modal coordinates and ϕ± are the eigenvectors depend on the resonator’s mass and stiff-
ness, N3 is the resonators nonlinearity. Figure 1(a) shows linear and nonlinear dispersion functions of the
honeycomb, it should be noted that the stop band width increases up to 72% when the softening nonlinearity is
involved. Figure 1(b) represents a design chart showing the optimal choice of hardening or softening resonators
based on the their mass and stiffness to enlarge the stop band width [3]. In summary, an in-depth understanding
of the nonlinear metamaterial’s dispersion properties and the possibility provided by the exploitation of the
resonator nonlinearity to improve the metamaterial’s vibration suppression capability can be gained from the
numerical sensitivity optimization studies carried out within the analytical computations of the nonlinear wave
dispersion properties.
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Multi-objective optimization of a vibro-impact capsule moving in small intestine
Jiapeng Zhu. Maolin Liao ∗. ZhiQiang Zhu.
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Abstract. In order to promote the controllability of a self-propelled capsule moving in digestive tract and thus improve
the detection efficiency of wireless capsule endoscope, a capsule-small intestine coupling model is developed by integrat-
ing the dynamic model of a vibro-impact capsule with a small intestinal model. During the optimization, five different
target moving speeds (including fast, slow, forward, backward and hovering), the minimal impact force acting on the small
intestine, and the minimal energy consumption of the capsule are considered as the optimization objectives. Furthermore,
the uncertainty of small intestine environment is considered by varying the radius of small intestine.

Introduction

Under the environment of intestinal peristalsis[1] and radius fluctuation[2], NSGA-II, Monte Carlo, and Six-
Sigma algorithms are combined to conduct the multi-objective optimization of capsule both the control and
structure parameters[3].as shown in Fig. 1. Based on nonlinear dynamics analysis and sensitivity analysis,
the framework of multi-parameter multi-objective optimization algorithm is determined. And the optimization
example obtained from the algorithm framework is substituted into the boundary analysis, we can get the
relationship between the three optimization objectives and their respective optimization ratio d. Then, by
using the response surface (RSM), the relationship between the optimization objective and each optimization
parameter is determined. Finally, the neural network algorithm is used to induce the distribution of optimization
parameters, and the structure parameter range and control parameter range of capsule design are determined. as
shown in Fig. 2.Based on all analysis, we can identify the structural parameter values e1 = 1 mm and e2 = 0.5
mm as suitable choices. In this case, our investigation reveals that all the objective can be achieved optimally.

Figure 1: Coupled model (a) Peristalsis velocity profile. (b) Capsule motion under a single peristaltic wave.(c)Coupled dynamic model

Figure 2: Muti-objective optimization, (a) algorithm framework. (b) Pareto boundary analysis.(c) Response surface (RSM) analysis.
(d)-(e) Neural network fitting.
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AI assisted early bowel cancer detection using a self-propelled capsule robot
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Abstract. In attempt to improve bowel cancer treatment efficiency and patient survival via early detection, the present
study proposes a less invasive soft tissue biomechanical characterisation. The method uses dynamic signals from a self-
propelled robotic capsule and machine learning techniques to develop AI models capable of biomechanical characterisa-
tion. Supervised classification models were developed from selected combinations of extracted features using Multi-layer
Perceptron (MLP) and Stacked Ensemble network (SE-Net). Unsupervised classification into benign and malignant le-
sions was also attempted using k-means clustering. The MLP models showed better performances with average accuracies
of 96.4% and 96.5% on simulation and experimental data, respectively. SE-Net was better using raw and unprocessed
signal data. K-means clustering achieved accuracies as high as 95.8% and 100% on simulation and experiment data
respectively. The results indicate the efficacy of the proposed method to detect hard-to-visualise early bowel cancers.

Introduction

Bowel cancer are lesions in the bowel that have mutated over time to become malignant and it ranks second in
the global cancer mortality rating with about 1 million deaths per year [1]. Existing diagnosing methods rely
on visual observation of BC post-development features such as numbers, sizes and shapes thus making early
detection very difficult. With the onset of BC being characterised with changes in the biomechanical properties
of affected tissues [2], the current study investigates a non-conventional and less invasive biomechanical tissue
characterisation for early BC detection. The method utilises machine learning and measurable dynamics of a
self-propelled robotic capsule travelling in the bowel (See Fig. 1) and encountering lesions of different biome-
chanical properties to develop AI models capable of biomechanical categorisation. The capsule is propelled
by the vibration of an internal magnetic mass under the influence of external magnetic excitation [3]. The
proposed approach is based on the fact that resulting capsule dynamics will tend to vary with changes in the
biomechanical properties of encountered lesions. Resulting signals were processed to extract features that may
be indicative of biomechanical changes. Supervised classification into five classes using MLP and SE-Net, and
unsupervised classification into two-classes using k-means clustering was carried out. SE-Net base learners
include Support Vector Machine, Decision Tree, Naı̈ve Baye and Randomp Forest.

Figure 1: Principle of the proposed early bowel cancer detection and the robotic capsule prototype

Results and discussion

The MLP models showed better performances with average accuracies of 96.4% and 96.5% on simulation
and experimental data, respectively. SE-Net, however, had better performance using minimally processed raw
signal data. Five class clustering was not possible, however, two class clustering achieved accuracies as high
as 95.8% and 100% on simulation and experiment data, respectively. The results indicate that the proposed
method has great chances of detecting early stage BC to improve their treatment and survival rate.
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Dynamics of a soft capsule robot self-propelling in the small intestine  
via finite element analysis 
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Abstract. This work aims to study the dynamics of a vibro-impact capsule robot interacting with a small intestine via three-
dimensional finite element modelling. The capsule was coated with an ultra-soft elastomer to reduce the potential secondary 
damage to the intestine by its hard shell. It was found that the softer the elastomer coating is, the less contact pressure between 
the robot and the intestine is, so leading to less potential traumas. Optimum control parameters, such as excitation frequency 
and duty cycle ratio, were obtained. The findings will be used for prototype fabrication and control system design for the soft 
capsule robot. 

Introduction 
 

Capsule robot, an effective endoscopy technique to diagnose and treat the interior of the gastrointestinal (GI) 
tract [1], often interacting with the epithelial lining of the digestive tract, potentially induces secondary trauma 
due to violent vibration and motion of the capsule hard shell or the capsule’s external accessories. The small 
intestine, as the longest portion of the GI tract, with its small diameter combined with peristalsis and 
segmentation, is considered the strait stage for controlling the movement of self-propelled capsule robots [1]. 
Previous finite element (FE) studies [2] had primarily investigated the capsule-intestine interactions under 
different intestinal anatomies by using a rigid capsule made of polyethylene with constant moving speeds, and 
then, a two-dimensional (2D) FE model have been developed to study the vibro-impact capsule robot 
developed in the Applied Dynamics and Control Lab at the University of Exeter [3]. In order to reduce the 
potential trauma to the intestine caused by the hard shell while optimising its progression efficiency and 
improving the reliability of the FE model, a super-soft elastomer coating was applied to a vibro-impact capsule 
robot via 3D FE modelling. Since it is a time-dependent dynamic model and due to its structural symmetry, it 
was simplified as a quarter symmetric FE model as shown in Figure 1(a). In this work, the elastomer coatings 
with different elastic moduli and thicknesses were conducted to explore the mechanical responses of the 
vibrating capsule in the lumen of the small intestine. The control parameters of the robot, including the 
amplitude, frequency and duty cycle of the square-wave excitation, were varied to further investigate the 
dynamic effect of the coating on the vibro-impact capsule with different excitations. 
 

 
 

Figure 1: (a) Quarter symmetric view of the FE model, where the coated capsule consists of an inner mass vibrating and impacting 
with the primary and the secondary constraints under external magnetic excitation and the interaction of a helical spring; FE time 
histories of inner mass acceleration (red line) and capsule displacement (black line) for (b) the capsule with coating (0.9 mm thickness) 
and (c) the capsule without coating at the excitation amplitude of 1.2 N, frequency of 30 Hz and duty cycle ratio of 0.8, with their 
corresponding phase trajectories (right panels), where both vertical blue lines at the relative positions of 0 mm and 1.6 mm on phase 
portraits represent the secondary (backward) and the primary (forward) constraints of the capsule. 

Results and Discussions 
 

Through extensive FE analyses, our proposed FE model can provide quantitative predictions on the contact 
pressure, resistance force and capsule-intestine dynamics under different elastomer coatings. Figures 1(b) and 
(c) indicate that soft capsule have fewer forward impact compared with rigid capsule, but with the same capsule 
moving speed. In addition, it was found that the harder and thinner the elastomer is, the greater the contact 
pressure between the capsule and intestine, so causing more undesirable tactile sensation to patients. 
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A nonlinear model for identifying human-exoskeleton coupling parameters in lower
extremities
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Abstract. In this paper, a nonlinear human-exoskeleton coupling dynamics model is proposed for identifying the
human-exoskeleton coupling parameters. The accuracy of the new model is verified by the coupling forces predicted by
the human-exoskeleton coupling parameters. We recruited 10 adult male and 10 adult female volunteers (Age: 25 ± 4,
Height: 168 ± 14mm, Weight: 73.85 ± 28.30 kg) to participate in the experiment. In contrast to the linear parameter
identification method, the result of experiment has verified that the nonlinear model is more widely applicable in different
human-machine coupling situations.

Introduction

In the study of the existing exoskeleton systems, many researches assume that the lower limb exoskeletons can
perfectly track human gait[1]. This presumption ignores the human-exoskeleton coupling effect that can affect
the comfort of the wearer. The human-exoskeleton coupling effect is very critical for the comfort of wearing
exoskeletons. Thus in our previous study, a new human-exoskeleton coupling model is proposed in literature[2]
to study the human-exoskeleton coupling effect. This exoskeleton model abandons the user-defined virtual
coefficients and replaces them with the damping and stiffness of physical lower limbs as control parameters.
Our study[2] has demonstrated the reliability of the linear model. However, further studies reveal that the
asymmetry of the coupling force is ignored, and the accuracy of the linear model will decrease significantly in
the scenarios of slack coupling in the linear model. To address these issues, we refine the model through adding
nonlinear factors into the model.

Results and discussion

Out of the experiments, two typical sets of coupling force predicted by human-exoskeleton coupling model are
displayed in Fig. 1. It is seen that both the linear and nonlinear model yield good predictions of the coupling
force in Fig. 1(b). However, in Fig. 1(a) which the coupling between human and exoskeleton is very slack the
differences in predicted coupling force between the two models emerge. The linear model has poor accuracy,
but the nonlinear model is still very reliable in this case. In practical applications, it is a common phenomenon
that individual differences in wearers could lead to a different coupling situation. Our further research has found
that the human-machine coupling parameters vary in different human-machine coupling situations. Changes
in human-machine coupling parameters will result in the changes in human-machine interaction force which is
critical for users’ feelings. This is why we modified the linear model of human-exoskeleton coupling proposed
in our previous study[2].
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Figure 1: Measured coupling force (black line) and fitted coupling force separately predicted by linear (red line) and nonlinear model
(blue line) with different coupling situations: (a) coupling is slack and (b) coupling is tight.
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Abstract. Given the anatomy of small-intestine, this paper investigates the kinetic response of a vibro-impact capsule moving 

through the inner wall of the small intestine, going over single or multiple bumps during its moving, during which the capsule 

is subjected to resistance from the bumps. In order to make the simulation environment more realistic, two mathematical 

models of resistance are proposed, simulating a band of annular folds and a cone of cancerous tissue inside the small intestine. 

Two types of overturning are also designed without considering capsule rotation as well as considering capsule rotation. The 

resistance analysis of the two kinds of bumps and the two overturning methods has been carried out and found that the conical 

bump gives less resistance to the capsule under the same conditions, due to the reduced contact surface, while the resistance 

to the capsule becomes more complex when capsule rotation is taken into account. We will then analyse the kinetic response 

of the capsule over the bulge under different parameters based on numerical simulations and bifurcation analysis. 

 

Introduction 
The main method of examining the inner surface of the small intestine is by using capsule endoscopy, the 

problem of which is that intermittent peristalsis may lead to a full view of the intestinal surface. Capsule 

passage times range from 14 to 70 hours [1]. This can be very burdensome for the patient. Prior to the Covid-

19 pandemic, endoscopy units in the UK failed to meet demand targets [2]. The average diameter of the adult 

small bowel is 3.5 cm [3] and therefore the size of the capsule is severely limited. This paper proposes the use 

of a vibration-driven capsule robot to travel through the small intestine, allowing it to travel over different 

types of small bowel bulges and then perform kinetic analysis. This will reduce the size of the capsule and 

speed up the process, while allowing better design parameters to be derived. 

Results and discussion 
We have completed the derivation of all physical models and equations. Building on previous research, in this 

paper we will add a conical projection and create a mathematical model of the rotation of the capsule itself. A 

schematic diagram is shown in Figure 1. In a rotating capsule, the capsule is divided into three parts: head, 

body and tail. The stress and torque given to it by the intestinal tissues in the vertical direction are integrated 

separately, and this stress should be balanced with gravity and the torque should be zero, which in the case of 

the head leads to (1).  
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  is the radius of the section,   is the stress applied,   is the angle of inclination of the capsule,   is the 
angle associated with   and x , and the absolute value of p  is the distance from the centre of the tail of the 
capsule to the y-axis. xc  and 

yc  are the coordinates of the centre of the capsule. 
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Figure 1: In (a), the capsule will go over two types of bumps, and there are two ways in which the capsule will go over. In (b) the 

blue line represents a conical projection and the red line represents a ribbon projection. In (c) the blue line represents the rotated way, 

the red lines represent the non-rotated way. 

Solving the equation gives the resistance given to the capsule by the intestinal tissue in the x-direction. The 

curve of this resistance is shown in Figure 1(b)(c). The next work will investigate the dynamic response of the 

capsule throughout the process of overturning the bulge based on bifurcation analysis. 
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Abstract. In order to offer a vibro-impact capsule with the self-propelled ability meanwhile getting rid of its dependence on 

external driving equipment, an exciter made of giant magnetostrictive material (GMM) is applied inside the capsule to provide 

the vibro-impact driving force. Considering the magnetostrictive properties of GMM, the control mechanisms of both the 

alternating magnetic field and the preloading force of the exciter are designed. Meanwhile, in order to model the dynamic 

behaviours of the magnetostrictive exciter, the correlation between the input excitation voltage and the output impact force of 

the exciter is determined. Comparing the obtained experimental results with the numerical simulations, their consistency is 

observed. The designed GMM exciter with even a small size can provide the required driving force for the vibro-impact 

capsule moving in the intestinal environment independently. 
 

Introduction 
 

For design of an electromagnetic exciter, the GMM rod is widely used as the deformation part and the output 

component, which is characterized by the change of its volume under the action of an alternating magnetic 

field. Compared with piezoelectric ceramics, the GMM has excellent properties with both the high energy 

conversion efficiency and the strong output force. Based on existing designs of the GMM exciter [1], its 

magnetostrictive properties should be calculated precisely, which are mainly determined by the designs of the 

alternating magnetic field device and preloading force device of the exciter. Furthermore, based on the 

magnetic-machine coupling schematics of the designed exciter, by establishing the voltage input equation, 

magnetic flux equation, magnetostrictive force equation and force balance equation, the transfer function 

expression between the input excitation voltage and the output impact force of the magnetostrictive exciter can 

be obtained. Finally, the corresponding experiments should be carried out to systematically test all the 

functions of the exciter [2-3], in particular, the driving force and energy consumption intensity. 

 

Result analysis 
 

During the experimental tests, a self-made miniature acceleration sensor is installed at the front end of the 

GMM rod of the exciter, see Fig.1(a), and thus the output acceleration signal of the exciter controlled by an 

input square wave signal is measured, see Fig.1(b). Specifically, an acceleration peak can be observed when 

the square wave signal is turned on, otherwise the acceleration signal will go back to zero. Moreover, the 

positive peak indicates the extension of the GMM rod, thereby pushing the capsule to move in the intestinal 

environment; while the negative peak indicates that the extension of the GMM rod disappears; by this way, 

the periodic movement of the capsule can be completed. 

  
(a) Experimental setup                                                    (b) experimental acceleration signal 

  

Figure 1: Experimental test, (a) Experimental setup and (b) the measured experimental acceleration signal  
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Abstract. The circular folds in the lining of the small intestine provide the main source of resistance for the motion
of capsule endoscopy. To reveal the capsule-fold dynamics, this paper presents bifurcation analyses for a vibro-impact
self-propelled capsule robot contacting with a circular fold. Using the GPU parallel computing and the path-following
techniques, one- and two-parameter bifurcation analyses are performed. It is found that the excitation parameters of the
capsule robot and the fold’s mechanical properties have significant influences on the bifurcation scenario. Performing
the basin stability analysis, numerical results indicate that the period-one motion of the capsule-fold interaction and the
crossing motion can dominate the global dynamics of the system in the small and large excitation amplitude regions,
respectively. The findings of this work will be useful for the locomotion control of the capsule robot in the small intestine
when encountering different types of circular folds.

Introduction

Self-propelled locomotion robots have attracted great attention from the research community in recent years, as
they can move efficiently in complex environments. In the past decade, various locomotion mechanisms have
been developed to provide active propulsive force for driving robots. For example, Guo et al. [1] presented an
experimental study on a vibro-impact self-propelled capsule in mesoscale and discussed the feasibility of such
a capsule under different frictional environments. The vibro-impact capsule robot is a non-smooth dynamical
system driven by its internal vibration and impact in a rectilinear manner in the presence of environmental resis-
tance. However, previous studies only considered capsule dynamics on a flat surface without the consideration
of intestinal anatomy. While considering a series of circular folds of different sizes in the lining of the small
intestine, the capsule’s dynamics and locomotion will be significantly influenced. Thus, the present work will
study the capsule’s dynamics when encountering various types of circular folds.

Figure 1: (a) Schematic diagram of the capsule moving on an intestinal substrate with a circular fold. (b) Two-parameter bifurcation
diagram. (c) Continuation of bifurcation curves. (d) Occurrence probabilities of the P1(2, 2) (red) and fold crossing (black) motions.

Results and discussion

Modelling the contact force of capsule-fold interaction by a piecewise-smooth nonlinear force [2], the complex
dynamics of the capsule robot were presented in Fig. 1(a-d). The two-parameter diagram obtained by GPU
calculation in Fig. 1(b) indicated an initial view of the capsule–fold dynamics. Two basic attractors, the P1(2, 2)
(a period-one motion with capsule sticking to the fold) and the fold crossing motions, were observed. In
practice, the P1(2, 2) motion is one of the desired motions because of its simplicity for locomotion control.
Continuation analysis was performed to uncover the bifurcation of the P1(2, 2) motion as shown in Fig. 1(c).
Since bifurcation analysis can only provide local information, basin stability analysis was also conducted to
characterise the capsule–fold dynamics from a global perspective. Fig. 1(d) showed that the P1(2, 2) motion
dominated the global dynamics of the system with a high probability when the excitation amplitude of the
robot was small. On the contrast, the fold crossing motion dominated the global dynamics of the system with a
high probability when the excitation amplitude was large. Practically, such a high probability for the crossing
motion is preferred, as the transit time of the capsule robot in the small intestine should be as short as possible.
In summary, such results can provide essential guidance for the locomotion control of the capsule robot.
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Abstract. When studying the non-smooth dynamics of a vibro-impact capsule robot, parameter identification of an
equivalent theoretical model is of practical significance. However, for such a small-sized robot, the direct measurement of
its inner forces, such as the damping force between mass-capsule interaction, will be very difficult, leading to challenges
in model parameter identification. Based on the partial information obtained from the robot, this paper presents parameter
identification analyses for the vibro-impact capsule robot by defining a trajectory-tracking problem and solving it via op-
timisation. To ensure the robustness of the identified parameters, three independent cases subjected to different excitation
parameters are integrated and solved together. By using the simulated annealing algorithm, the values of damping, spring
stiffness, constraint stiffness and intestinal friction coefficient can be identified. Finally, the simulated capsule trajectories
in all cases have good agreements with the known data.

Introduction

The strongly nonlinear systems involving impact and friction can be widely found in many engineering ap-
plications, e.g., self-propelled locomotion robots, percussive drilling systems and rotor/stator rubbing systems.
The nonlinear dynamics of such non-smooth systems, including oscillation patterns and bifurcations, should
be thoroughly studied to uncover their underlying instability mechanisms. For example, Guo et al. [1] ex-
perimentally studied a vibro-impact self-propelled capsule in mesoscale and revealed some hidden dynamics
of the prototype by identifying a theoretical model. The vibro-impact capsule robot, a potential solution for
the next-generation active capsule endoscopy shown in Fig. 1(a), is a non-smooth dynamical system driven
by its internal vibration and impact in a rectilinear manner in the presence of environmental resistance. From
a practical point of view, identifying an equivalent theoretical model of such a robot is vital. However, the
direct measurement of its inner forces (e.g., mass-capsule damping force) will be very difficult due to its di-
mension. Thus, it is very challenging to identify the robot’s theoretical model by using only partially known
information. This work will study the parameter identification of the vibro-impact capsule robot by defining a
trajectory-tracking problem and solving it through optimisation.

Figure 1: (a) Schematic diagram of the vibro-impact capsule robot self-propelling on an intestinal substrate. (b) Case 1: excitation
amplitude 1.5 N and frequency 2 Hz. (c) Case 2: excitation amplitude 1.8 N and frequency 4 Hz. (d) Case 3: excitation amplitude 2 N
and frequency 6 Hz. Blue squares indicate the known capsule displacements, and red lines stand for the identified trajectories.

Results and Discussion

To validate the developed parameter identification method, this work adopted the theoretical model shown in
Fig. 1(a) to produce the known capsule displacements and velocities, and three independent cases were consid-
ered. To identify the model’s damping, spring stiffness, constraint stiffness and intestinal friction coefficient,
the above three cases were integrated and solved by using the simulated annealing algorithm [2]. After 334 iter-
ations of the algorithm, the defined optimisation problem converged to the neighbourhood of the pre-specified
parameter sets. Comparisons between the known data and the identified trajectories of the capsule are shown
in Fig. 1(b-d), where good agreements can be observed. Considering the real-world application of the vibro-
impact self-propelled capsule robot, it is believed that such a method can provide essential guidance for the
identification of capsule-environment interaction, e.g., [3], and will further advance the potential functionality
for the capsule robot.
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Abstract. The rectilinear motion of a chain of identical bodies in a viscous medium is considered. Neighboring bodies
interact with each other, there are no restrictions on the magnitude of the interaction forces. The problem of moving the
system to a given distance under the condition of coincidence of the configuration of the system and of the velocities of
the bodies at the beginning and at the end of the movement is solved. A motion is constructed in which the velocity of
each of the bodies is piecewise constant, the velocity of the center of mass is constant. Such motion with the maximum
velocity of the center of mass is constructed.

Introduction

The rectilinear motion of a system of N identical bodies Ai, i = 1, . . . , N , N ≥ 3 that moves due to the forces
of interaction between the bodies is considered, see Fig. 1. Equations of motion of the system are

ẋi = vi, mv̇i = Fi(t)− Fi−1(t) +R(vi), (1)

i = 1, . . . , N , where m, xi, and vi are the mass, the coordinate, and the velocity of body Ai; Fi(t) is the control
force acting from body Ai+1 on body Ai assuming F0 = FN = 0; R(vi) is the resistance force of the medium,

R(vi) = −cvi|vi|. (2)

There are no restrictions imposed on the control forces Fi(t). Thus, it is possible to instantly change the
velocities of bodies vi, redistributing the total momentum of the system. At the initial time instant:

xi(0) = x0i , vi(0) = v0i , i = 1, . . . , N. (3)

The described system was studied in [1]–[4] and can model a robotic device moving in viscous media. In
[4], the stability of the motion of the system was studied. The current study considers the following problem.
Problem. Move the system of bodies obeying (1)-(3) to a given distance L > 0, provided that the configuration
of the system and the velocities of each of the bodies are equal at the beginning and at the end of the motion:

xi(T )− x0i = L, vi(T ) = vi(0), i = 1, . . . , N. (4)

R10
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Figure 1: Chain of interacting bodies, N = 3.

Results and discussion

The motion that solves Problem is constructed. If at the initial time instant the velocity v of the center of mass
of the system is not zero, v(0) ̸= 0, a motion is constructed in which this velocity is constant, v(t) ≡ v(0),
the velocity of each body is piecewise constant and takes values from the set {ai}, where these values ai,
i = 1, . . . , N satisfy

∑N
i=1 ai = Nv(0) and

∑N
i=1 ai|ai| = 0. The velocities of bodies change cyclically:

vi(t) ≡ ai+k, i = 1, . . . , N−k, vi(t) ≡ ai−N+k, i = N−k+1, . . . , N, t ∈ [tk, tk+1), k = 0, . . . , N−1.

Here, t0 = 0 and tN = T . Additionally, we show how to maximize the velocity of center of mass v under the
condition that velocities of all bodies are bounded. It is proved that in optimal motion, part of the bodies moves
backward with the maximum allowed velocity, and the other bodies move forward with equal velocities.
If v(0) = 0, the motion that solves Problem consists of three stages. At the 1st stage, the bodies are instantly
set in motion due to impulse control forces and then they move for a certain time interval with all control forces
equal to zero. At the 2nd stage, the motion with a constant velocity of the center of mass is performed. At the
last stage, the bodies instantly change velocities, then move freely, and then instantly stop. Thus, in contrary to
[1], Problem is also solved for the case, where the initial momentum of the system is zero.
The study is supported by RFBR project 21-51-12004 and by state program № AAAA-A20-120011690138-6.
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Abstract. This short paper presents the novel method of designing the closed-loop controller for a nonlinear, discontinuous 

capsule system. As a foundation of the controller, an optimized open-loop control function is used, based on which the neural 

network determines the dependencies between the output and the system’s state. The robustness of a neural controller is 

verified in the uncertain frictional environment and compared with the original control function. It is expected that the method 

can facilitate the design of the systems’ closed-loop controllers, especially for non-smooth and discontinuous ones, where 

typical approaches are not efficient enough. 
 

Introduction 
 

The pendulum capsule drive (Fig. 1a) is an example of a nonlinear, discontinuous system, exhibiting rich and 

interesting dynamical behaviour. It is not only caused by the pendulum's inherent nonlinearity, but also due to 

the frictional interactions between the capsule and the underlying surface, resulting in stick-slip discontinuity. 

Last but not least, the dependence of the contact force on oscillations of the pendulum can be noticed [1]. 

Control design methods applicable to capsubots systems with discontinuities such as the pendulum capsule 

drive considered in this paper, use various approaches, such as the open-loop [2, 3], closed-loop [3], as well as 

neural networks (NN) [4] and others. However, very little research is dedicated to the NN applications in 

optimal control drives. One possibility is the use of Reinforcement Learning. Nevertheless, it requires a lot of 

time and resources [5]. In this case, the authors propose a simpler approach. The open-loop optimal control 

approximation of a pendulum capsule drive, obtained within the method described in [2], is the base for the 

NN model created with a specified structure that can determine the dependencies between the open-loop output 

values and the corresponding states of the capsule system. In such a manner, a closed-loop controller is 

obtained. The purpose of this study is to test and evaluate the robustness and efficiency of the NN closed-loop 

controller comparing with the original open-loop one, in an uncertain frictional environment. 
 

 
 

Figure 1: Scheme of the pendulum capsule drive (a) [2] and the robustness comparison of the open-loop and neural controllers (b) 
 

Results and discussion 
 

The controllers’ robustness studies revealed a 1.16% higher performance and 7% better resistance of the NN 

closed-loop controller comparing to the original open-loop, in the constant frictional environment and the 

uncertain one, respectively (Fig. 1b). Obtained results confirm that the NN controller works more efficiently, 

offering better robustness against uncertainties appearing in the environment with the varying coefficient of 

friction, which is one of the main limitations in the open-loop controllers. Moreover, the novel NN closed-

loop controller seems to be an interesting option for designing and optimization of the systems controllers, 

particularly for discontinuous ones, where the open-loop approach is only available. 
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Abstract. In the simplest manner, hopping motion can be modelled by a spring-mass system, resulting in piece-wise
smooth dynamics with marginally stable periodic solutions. Let us consider a Hill muscle instead of the spring. This way
asymptotically stable periodic motions can occur. The activation level of the muscle is determined by feed-forward control.
The physiological background of such control is the central pattern generators found in the spinal cord. The activation level
function is chosen in a closed-from such a way that force time-history during periodic motion is symmetrical. In this study,
the stability and the dynamical integrity of six different models with various muscle complexities (force-length relations:
constant, linear, Hill-type; force-velocity relations: linear, Hill-type) are analysed through the monodromy matrix and
the local integrity measure. These models are compared to similar systems with numerically optimised activation level
functions found in the literature.

Introduction

Reductionist approach is used to have a better understanding of the core properties of vertical hopping motion.
A 1D model is considered with a simplified Hill type muscle, consisting only of the contractile element (CE),
as shown in Fig. 1. Haeufle et al. [1] established that, for this model, the intrinsic properties of the CE have
stabilizing effect, and for asymptotic stability the force-velocity relation (fv) has to be at least linear. They
optimized the activation level function through genetical algorithm.

Figure 1: 1D hopping model and the closed form activation level function during the stance phase for linear force-length (fl(y)) and
force-velocity (fv(ẏ)) relations. The force output of the CE depends on the theoretically achievable maximum force value (Fmax), the
momentary activation level (a(t)) and the intrinsic fl and fv relation of the muscle.
In this study, the muscle activation is calculated in closed form resulting in symmetric force time-history. The
solution is optimized for the same fitness function used in [1]. The stability of the periodic orbits are determined
by the eigenvalues of the monodromy matrix, which is calculated as described in [2]. The robustness of stable
orbits are characterized by the local integrity measures (LIM), calculated exploiting the DynIn toolbox [3]. The
solutions for the six different systems are compared through their multipliers and LIM values to find which
muscle intrinsic relation is the most beneficial, and to see whether symmetric motions, occurring from the
closed form activation function, has any advantage to asymmetric ones, as found by Haeufle et al [1].

Results and discussion

According to our results, the asymmetric solutions (AS), determined in [1], have better performance than the
symmetric solutions (SS), which are calculated with closed form activation function. This means that the AS
with approximately 2 Hz jumping frequency have higher jumping heights. In case of the AS, the systems with
non-linear fv have faster convergence than the ones with linear fv. For the SS, the fastest convergence to the
stable periodic orbit is obtained with the linear force-length relation (fl), while the fv has no significant effect
on the convergence speed. All the AS have oscillatory convergence. Systems with linear fv have the highest
LIM values, and, in general, AS have higher LIM values than SS.
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Abstract. Research connected with capsule drives seem to attract an increasing attention among scientists. In order to assure 

efficiency of these devices, it is necessary to investigate optimal control for such systems. In this work, authors test a hypothesis 

that bang-bang control of the capsule drive can be the time-optimal one. For this purpose, a novel numerical method for bang-

bang control parametrization and optimization has been developed. Results of its application are compared with a general-

purpose algorithm, which approximates optimal control without any assumptions concerning the shape of the control function. 

It has been shown that the bang-bang control optimization yields 8% increase of the average speed of the capsule. 
 

Introduction 
 

The optimal control problem (OCP) is to find a way of performing a desired task in a given environment at the 

lowest possible cost [1]. A particular kind of OCP is the minimum-time problem, in which the target is 

execution of the expected task in the shortest possible time. In a large subset of such problems, the optimal 

solution is a so-called “bang-bang” control, i.e. a control function that attains only extreme (maximal or 

minimal) values from the whole set of allowable controls [1]. Unfortunately, although this fact is proven for  

a class of smooth systems, is not necessarily true if the controlled object is non-smooth or discontinuous. For 

instance, one cannot be sure whether the bang-bang control is time-optimal for a capsule drive (Fig. 1a). This 

system is able to move without external moving parts, solely due to interactions between dry friction on the 

underlying surface and oscillations of the pendulum located inside the device. However, although the dry 

friction enables motion of the capsule, it is also the cause of discontinuity in the system and the reason for 

which the assumption of the bang-bang control optimality cannot be a priori assumed. Nevertheless, the fact 

that discontinuous dry friction can be well approximated by smooth friction models [2] yields a proposition 

that the bang-bang control may be optimal for discontinuous capsule drive too. Such hypothesis has been tested 

numerically. In order to perform the comparison, a novel numerical method for bang-bang control 

parametrization and optimization has been developed. Results of execution of this algorithm have been 

compared with effects obtained by means of a more general, Fourier series based numerical method [3], which 

is able to approximate optimal control of an arbitrary shape. 
 

 
 

 

Figure 1: a) Capsule drive scheme (at the left), b) comparison of the optimized control functions (at the right) 
 

Results and discussion 
 

The control function obtained with use of the novel bang-bang optimization method enabled the capsule drive 

to move with 8% higher mean velocity comparing to the case of optimal control approximation with no 

restrictions of its shape (Fig. 1b). The obtained results show that restriction of the allowable controls set to 

bang-bang functions increase efficiency of the system and reduce optimization effort. They can also be 

regarded as an indication that the bang-bang control may be the optimal one for some discontinuous systems. 
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Abstract. A spring-loaded inverted pendulum (SLIP) model-based complaint biped is studied to find a method to walk
on known irregular terrain. A 2D model with two degrees of freedom (stance leg only) is investigated over the single
support phase, followed by an instantaneous double-support phase. Initial leg compression, a new model parameter, is
considered in this study. A series of bumps and dips have been considered for preparing an uneven terrain. The impact
conditions are modified to determine the following step. This model can walk past obstacles of different magnitudes each
step with the various combination of model parameters. The model can walk on surfaces having a height difference of up
to 2% of its leg length in each step.

Introduction

Complaint leg biped based on the SLIP model is considered the fundamental template for walking and running.
Numerical optimization for planar walking on the flat-ground has found a self-stable periodic gait. In this study,
our motivation is to check the ability of a bipedal walking robot to walk over uneven terrain. A device that can
walk on an irregular surface becomes even more critical in hazardous areas. Uneven ground is the same as
the discrete height change in each walking step. In 2015, Piovan and Byl found it is essential to adjust the net
energy of a SLIP model system to walk on uneven terrain. Y. Liu has proposed a method to vary the system
energy by changing the rest length of the leg. We prefer to change the initial leg compression (∆ltd) in each step
according to the height of the bump (or dip). ∆ltd is defined as the difference in length between the touchdown
length (ltd) and the equilibrium length. Impact conditions have been derived using the model’s configuration,
conservation of angular momentum about the impact point, and energy before and after the impact.
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Figure 1: (a) Maximum size of bumps (positive H) and dips (negative H) that the model can overcome for a
different combination of initial leg compression (∆ltd) and touchdown angle (θtd), ∆ltd negative indicates more
compression from the equilibrium position (b) Kinematic sketch of the model while walking on an irregular
surface represented as a series of bumps and dips of heights, H (c) Phase portrait of the configuration variable θ

Result and discussion

For this study, we considered the body mass (m=80 kg), leg stiffness (k=7134 N/m), and rest length of the leg
spring (l0=1.13 m) as constant. Touchdown angle and initial leg compression are varied parameters to obtain
the maximum change in surface height (obstacle of the same size present at the impact point) the biped can
overcome with that combination (Figure 1 (a)). The model can walk past bigger bumps and dips with greater
θtd and ∆ltd. The impact map determines the initial states of the next step. The impact event gets triggered
when the stance leg angle (θ) equals the predefined touchdown angle of the current swing leg (stance leg of next
step). The initial leg compression for the next step is adjusted according to the known obstacle height, which
eventually decides the ltd for the next step. The model can withstand a terrain height variation of 2% of its leg
length per step while walking with θtd=0.2 rad and ∆ltd=-0.03 m. Figure 1 (c) shows the phase portrait of the
variable θ while walking on a randomly generated uneven terrain, and the predefined θtd=0.2 rad. Results show
the model’s ability to walk at least 40 steps on uneven surfaces.
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Abstract. To study the locomotion of a vibro-impact capsule robot self-propelling in the large intestine for colonoscopy, this 

work concerns the dynamic modelling of capsule-colon interaction by using three-dimensional (3D) finite element (FE) 

method. The anatomy of the colon, in particular the haustral fold, was considered to test the performance of the robot for self-

propulsion. Preliminary results suggest that at sharp turns or when encountering high haustral folds, the capsule may slow 

down, and different control parameters, e.g., frequency of the external excitation, should be applied. 

Introduction 
 

Conventional colonoscopy, a very common procedure for colorectal cancer diagnosis, often results in insertion-

related anxiety, pain, and nonadherence, necessitating local anesthesia for patients. Capsule endoscopy, as an 

alternative technique, provides a wireless, minimally invasive, sedation-free, patient-friendly and safe diagnostic 

modality [1]. However, due to its passive nature and uncontrollable progression speed by intestinal peristalsis, the 

procedure of capsule endoscopy is time-consuming and cumbersome for both the patients and clinicians. Our team, 

the Applied Dynamics and Control Lab at the University of Exeter, has developed a controllable capsule by using 

the vibro-impact self-propulsion technique [2] to address these difficulties. Our previous FE work [3] mainly 

focused on the small intestine. In this work, we investigate the locomotion of the self-propelled capsule in the large 

intestine via FE analysis using Adams. In order to depict the entire large intestine, rectum, sigmoid colon, 

descending colon, transverse colon, ascending colon and cecum were modelled with haustral folds. The model of 

the large intestine was assumed to be inflated, which is a key treatment during colonoscopy, so the capsule will 

only be in contact with the lower surface of the intestine. The model was simplified as a half symmetric FE model 

with an underneath supporting base as shown in Figure 1(a). The capsule, with a diameter of 19 mm and a length 

of 47.6 mm, moved in the large intestine with a wall thickness of 3 mm. The capsule was driven by an external 

square-wave excitation, and its amplitude, frequency and duty cycle were adjustable. By using the proposed FE 

model, one can obtain the capsule’s displacement, moving speed, resistance force and contact pressure between 

the capsule and the large intestine, which can be used for prototype design and control strategy optimisation. 
 

                                                                
 

Figure 1: (a) Geometric model of the vibro-impact capsule moving in the large intestine, where the on-board magnet in the capsule 

interacts with a helical spring and concomitantly impacts with a primary and a secondary constraints under the square-wave excitation 

from an external magnetic field; FE time histories of the capsule displacement in the direction of (b) X-axis, (c) Y-axis and (d) Z-axis 

at the excitation amplitude of 0.2 N, frequency of 30 Hz and duty cycle of 0.8. 

Results and Discussion 
 

The preliminary results presented in Figures 1(b) and (c) show that the capsule’s displacement changed when 

encountering the curved sections of the large intestine. The capsule fluctuated up and down along the Z-axis 

as shown in Figure 1(d) due to the haustral effect. The total moving duration of the capsule from the rectum to 

the cecum was 9.3 s. More studies will be carried out by considering the effect of different dimensions and 

geometries of the large intestine based on the gender and age of the patients on the locomotion of the capsule. 
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Abstract. Recent advances in the design and fabrication of power-dense dielectric elastomer actuators (DEAs) have enabled 
agile soft robotic locomotion such as flight. In contrast to most existing DEAs that optimize output energy density, the new 
DEAs maximize output power density through operating at high frequencies (>200 Hz). Under the dynamic conditions, the 
DEAs experience nonlinear transduction and dynamic buckling, which reduce DEA performance and lifetime. We 
characterized these nonlinear dynamic modes and developed mechanical designs to mitigate these effects. Our works resulted 
in the first soft-actuated aerial robot that can demonstrate controlled hovering flight, acrobatic manoeuvres, as well as in-flight 
collision-recovery.   

Introduction 
 

Dielectric elastomer actuators (DEAs) are soft artificial muscles that have shown promise in a wide range of 
applications such as haptics, microfluidics, and robotics. Traditionally, researchers aim to maximize DEAs’ 
net energy density through developing soft elastomeric materials of high dielectric strength. Existing DEAs 
have achieved large deformation (>1000%), and many studies [1] have investigated nonlinear actuation modes 
and phenomena such as pull-in stability. However, while DEA static nonlinearities have been extensively 
studied, there lacks accurate models for describing dynamic nonlinearities. In this work [2], we developed 
DEAs that can operate in the 300 – 500 Hz range. The DEAs drive a flapping-wing robot at system resonance 
conditions, where they need to overcome large aerodynamic and inertial loads. We identified two unique 
nonlinear dynamic properties: dynamic buckling and nonlinear transduction. To overcome these effects, we 
developed mechanical designs and driving strategies to suppress nonlinear modes. For the first time [2], we 
demonstrated a soft-actuated robot can achieve feedback-controlled hovering flights.   
 

 
 

Figure 1: A DEA driven aerial robot and the dynamic nonlinearities associated with the soft actuator. (a) Images of a 155 mg robot. (b) 
Images that highlight dynamic buckling. (c) Measured wing stroke motion that corresponds to the experiment in (b). The asymmetric 
peaks illustrate dynamic buckling. (d) Asymmetric wing motion due to nonlinear transduction at different operating frequencies.  
 

Results and discussion 
 

We designed a flapping-wing aerial robot that is driven by a DEA (Figure 1a). When the robot operates at peak 
conditions (300 Hz and 1400 V), the large aerodynamic load on the DEA causes the actuator to buckle (Figure 
1b). We observed period doubling in the corresponding flapping-wing motion (Figure 1c). This period 
doubling limits the net flapping amplitude, which causes a reduction of system lift force. In addition, buckling 
leads to large DEA deformation, which causes local dielectric breakdown (self clearing) and reduces actuator 
performance. This problem can be mitigated by constraining the buckling mode. We constrain the DEA’s 
central plane by tying thread around the DEA. The tension in the thread constrains the DEA from buckling. 
Furthermore, we measured nonlinear actuation as a function of different operating frequencies. Since a DEA’s 
deformation is proportional to the square of the applied electric field, the robot’s output motion does not follow 
the input waveform. At dynamic conditions, each harmonic component is amplified differently. Consequently, 
the output wing motion does not resemble sinusoidal driving functions at most operating frequencies (Figure 
1d). The asymmetry between upstroke and downstroke motions can cause a 40% reduction of net lift force. To 
mitigate actuation nonlinearity, we operate the robot near system resonance and remove higher harmonic 
contributions. Figure 1d shows that at 280 Hz, the robot’s flapping-wing motion becomes approximately 
sinusoidal. Based on these designs, we demonstrated the first controlled flight of an insect-scale soft aerial 
robot [2], which highlights the potential of applying soft artificial muscles in agile and robust robotic systems.     
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Abstract. Monitoring the velocity of the vibro-impact capsule robot [1] during the gastrointestinal endoscopic procedure can 
enhance diagnosis’ controllability and accuracy. To understand the movement of such a robot in the small intestine, a 
piezoelectric wrinkled film-based vibration sensor is proposed to attach to the outer shell of the capsule. Based on the energy 
method [2], the mathematical model of this sensor is established. Taking the hoop pressure of the small intestine into account, 
by utilising the extended Lagrangian principle, the equations of motion of the capsule and the sensor are derived. The effects 
of the capsule-intestine dynamics on the amplitude of the wrinkled structure are discussed. Findings of this study can be used 
as the guidelines for sensor fabrication and testing. 
 

Introduction 
 

Pill-sized capsule endoscopes are swallowable for non-invasive diagnosis of the small intestine [3], which 
is an anatomical site previously considered inaccessible to clinicians due to its small diameter and length. 
Measuring the physical parameters of the small intestine (e.g., intestine’s rigidity) is a key to diagnose potential 
lesions and determine their locations in the small intestine. Another issue of the capsule endoscopy is the lack 
of active locomotion [1]. Current endoscopic capsules are passive devices and their locomotion relies on the 
natural peristalsis of the small intestine, which may lead the risk of missing visualisations at the places of 
interest of clinicians. To avoid these two problems, a piezoelectric (PZT) wrinkled film-based vibration sensor 
which can be attached to the outer shell of the vibro-impact capsule robot [1] was studied. A wavy 
configuration of thin films of PZT on a pre-strained polydimethylsiloxane (PDMS) was conceived, which can 
make the PZT structure more stretchable by changing its wave amplitudes and wavelengths [2]. A recent study 
showed that the buckled regions of the structure may enhance the piezoelectric response. Hence, it is essential 
to investigate the dynamics of this wrinkled structure for predicting the mechanical parameters of the small 
intestine and the velocity of the capsule robot. 

 

 
Figure 1: (a) Schematic diagram of the vibro-impact capsule robot in the small intestine; (b) Effects of various pre-strains and applied 

voltages on the dimensionless time histories of dimensionless displacement A  of the PZT wrinkled structure. This structure vibrates 
around the static dimensionless buckling amplitude stA , and the large pre-stain pre  or applied voltage V  enhances the static 

dimensionless buckling amplitude of this structure. 
 

Results and discussions 
 

Fig. 1(b) illustrates the dimensionless time histories of the PZT wrinkled structure at different pre-strains 
and applied voltages. The velocity of the capsule robot was set at 4 mm/s. It can be observed that the motion 
of the wrinkled structure is non-periodic, and the structure vibrates around the static buckling amplitude. As 
time progresses, the vibration magnitude decreases to the static buckling amplitude. It is also noted that the 
greater the pre-strain, the greater the amplitude of static buckling. In addition, the applied voltage of the PZT 
wrinkled structure has a significant influence on the dynamics of this structure. As the applied voltage increases, 
the static buckling amplitude becomes greater.  
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Human balance during quiet stance with physiological and exoskeleton time delays
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Abstract. Human balance is studied using an inverted pendulum model, considering the effect of time delays in the
muscle reflex controller and the controller of an exoskeleton. The model includes two motors at the ankle joint whose
torques represent the moments generated by all plantarflexor and dorsiflexor muscles. These “muscle-like” motors obey
a proportional–derivative (PD) reflex control law where the states are subject to physiological feedback delays. The
exoskeleton applies torques to the ankle joint, also obeying a PD control law but with a different time delay. The stability
of this system is analyzed using Galerkin projection to convert the governing neutral delay differential equation (NDDE)
into a system of ordinary differential equations (ODEs); the eigenvalues of the ODE system are then computed. Stability
charts demonstrate the ability of the exoskeleton to stabilize an inherently unstable biological system.

Introduction

Falling is the leading cause of injury in elderly individuals. A deeper understanding of human balance will en-
able the development of exoskeletons that can predict and prevent falls. Human balance has been studied using
experimental techniques, but experiments are limited by the time and cost of collecting data. Many simulation-
based studies of human balance during quiet stance employ a single inverted pendulum model, which has an
upright equilibrium point that is inherently unstable. Ahsan et al. [1] studied inverted pendulum models of unas-
sisted human balance, and found that proportional–derivative–acceleration (PDA) feedback generally results in
larger stability margins than PD control. In this work, we investigate the stability of human balance during
quiet stance when assisted by an exoskeleton at the ankle, where a PD control law is assumed for both the bio-
logical reflex controller (gains Kpb and Kdb) and the exoskeleton controller (gains Kpe and Kde), and they are
assumed to have different time delays (200 ms and 100 ms, respectively). Active muscle torque is assumed to
depend on the angle and angular velocity of the ankle joint [2]. To study the stability of the governing NDDE,
we convert it into a system of partial differential equations, then use the Galerkin approximation method to
obtain a system of first-order ODEs whose behaviour approximates that of the original NDDE system. In the
Galerkin method, we impose the boundary conditions using the Lagrange multiplier approach [3].

Figure 1: Stability charts of the human stance model (a) without an exoskeleton, (b) with an exoskeleton at point A (Kpb = 2.13,
Kdb = 0.69), and (c) with an exoskeleton at point B (Kpb = 3.5, Kdb = 0.4). Colour bars indicate the location of the rightmost
eigenvalue; black solid lines are the analytical stability boundaries.

Results and Discussion

The stability chart of the unassisted system is shown in Fig. 1(a), obtained using the Galerkin method and
validated against the stability boundary computed analytically [4]. Point A denotes the pair of biological
controller gains resulting in the most stable system; point B is one example of an inherently unstable biological
system. As shown in Fig. 1(b), the stability of the system at point A can be improved by the exoskeleton, though
not substantially. Note that the system is inherently stable at point A (i.e., for Kpe = Kde = 0). As shown
in Fig. 1(c), the inherently unstable system at point B can be stabilized with the assistance of the exoskeleton.
This simulation framework can be used to study the stability of human balance with exoskeleton assistance,
considering a range of gains and time delays of the muscle reflex controller and exoskeleton controller.
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Abstract. The chamber fiber-reinforcement of elastomer-based soft continuum robots can limit a large radial expansion,
i.e., the ballooning effect. This radial chamber constraint prevents robots from undergoing unexpected deformations and
mitigates interference between actuation chambers. A miniaturised dimension of such robots is of paramount importance
for space-constrained applications. As such, we design and experimentally characterise the kinematics and tip force
generation for four miniaturised robots, with two diameters (10 mm and 15 mm) and two lengths (46 mm and 66 mm).

Introduction

The ballooning effect of elastomer-based soft robots may result in unexpected deformations and concentrated
stresses. To mitigate the ballooning, in-extensible fibre reinforcement has been introduced, originally proposed
by Suzumori et al. [1]. They designed microactuators with three embeded actuation chambers using fiber-
reinforced flexible rubber. Moreover, individual chambers can be reinforced, which can further mitigate the
interference between actuation chambers, especially when a working channel exists, e.g., the STIFF-FLOP
manipulators (with a diameter of 25 mm) devised for minimally invasive surgery [2], or its miniaturised ver-
sion (with a diameter of 14.5 mm) [3]. However, an investigation of design parameters of such miniaturised
soft robots with individually fibre-reinforced chambers remains to be identified. As such, we experimentally
evaluate soft robots using two diameters (10 mm and 15 mm) and two lengths (46 mm and 66 mm).

Results and discussion

The fabricated four robots (denoted by R1-R4) and their geometries are shown in Fig. 1(a). The robot has six
circular chambers with two adjacent chambers actuated as one chamber pair. As such, the robot can achieve
elongation and omni-directional bending motion. The kinematic results are shown in Figs. 1(b)-(d), with the
maximum actuation pressure of 1.5 bar. The maximum average bending angles are 178.4◦, 116.1◦, 211.7◦ and
154.7◦ for R1, R2, R3 and R4 robots, with one chamber pair actuation. By contract, the maximum bending
angles increase to 249.1◦, 149.6◦, 413.3◦ and 295.7◦ under two chamber pairs actuation. Fig. 1(d) reports the
elongation results with all chambers actuated. R1 and R3 robots show a similar elongation response, with the
maximum values of 42.3 mm (for the R1 robot) and 41.5 mm (for the R3 robot). In addition, the maximum
elongation is 25.1 mm and 28.9 mm for R2 and R4 robots, respectively. In summary, the bending angle is
influenced by both the robot diameter and length. Instead, the elongation is mainly determined by the robot
length and less influenced by the diameter. Fig. 1(e) reports the tip blocked force when one chamber pair is
actuated. The generated forces show a linear relationship with the pressure, and the maximum force values are
0.35 N, 0.39 N, 0.10 N and 0.12 N for the R1, R2, R3 and R4 robots, respectively. The results show that the
generated force is less influenced by the length when the cross-sectional dimensions are the same. It is worth
mentioning that the reinforced chamber shapes also have influences on the robots’ performances [4].
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Figure 1: Characterisation results. (a) The designed four robots (R1-R4) and its cross-sectional geometries. The results for (b) one
chamber pair actuation (c) two chamber pairs actuation (d) three chamber pairs actuation and (e) tip force generation.
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[2] Fraś J. and et al. (2015) New STIFF-FLOP module construction idea for improved actuation and sensing. In: Proc. IEEE Int. Conf.

Robot. Autom. pp. 2901-2906.
[3] Abidi H. and et al. (2018) Highly dexterous 2-module soft robot for intra-organ navigation in minimally invasive surgery. Int. J.

Med. Robot. Comput. Assist. Surg. 14(1):e1875.
[4] Shi J. and et al. (2022) Design and characterisation of cross-sectional geometries for soft robotic manipulators with fibre-reinforced

chambers. In: Proc. IEEE Int. Conf. Soft Robot, pp. 125-131.
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Abstract. Microrobots emerged as an ideal tool for minimally invasive medical interventions. In general, microrobots can 

be categorised into tethered, unthreatened and collective tethered (called microswarm). Initial works were centred on 

individual microrobot control. However, in many applications (e.g. targeted drug delivery) microrobots should be controlled 

collectively. This presentation will discuss the required changes to transform the individual to collective control for medical 

microrobots. 

Introduction 
 

Microrobots emerged as powerful yet underdevelopment technology ideal for minimally invasive medical 

applications. The microrobots size enabled the development of endovascular interventions. Ideally, 

microrobots are injected into the blood vessels and then guided inside the vascular network to reach the location 

of interest (e.g. deep brain tumour). Once in the location of interest, the microrobots can perform minimally 

invasive medical interventions ranging from microsurgery to drug delivery and hyperthermia. Many 

propulsion systems have been developed to actuate these microrobots, which include chemical, light, acoustic, 

and magnetic. Magnetic actuation emerged as the favourited approach due to the magnetic field 

biocompatibility and ease of control. Due to microrobots' small size, the medical imaging systems (MRI, X-

Ray and ultrasound) have been investigated to localise them. The control strategy, however, depends on the 

type of microrobots and the medical interventions. The untethered microrobots are used in closed-loop control 

schemes, whereas microswarms are designed based on predictive modelling. The microswarms are therapeutic 

agents which are made of a collection of magnetic nanoparticles (MNPs).  

Results and discussion 

Predictive modelling is used both in collaborative (human-assisted) and feedforward applications. Using 

mathematical modelling, we have developed a simulation platform (based on discrete element modelling) to 

predict microswarm shapes and their separation. The platform is validated using experimental data and shows 

acceptable results [1, 2]. Different parameters have been studied to show their effects on microswarm 

formation. We showed that in case the initial dispersion is below (<0.12) or above (>0.25), generating the 

nanoparticle-based microswarm fails. Fig. 1 shows the simulation and experimental result comparison, and 

Fig. 1 (b-d) shows that the particle disintegrates at a higher frequency (10 to 30 Hz). To guide these 

microswarms in the vascular network in a dynamic environment, we developed user-in-the-loop interventions 

[3]. The study on microswarm steering showed that fluid velocity is the most influential parameter. Therefore, 

we also modified the guidance region for the microswarm to optimise the particles reaching the target.  
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 Figure 1(a) shows the compersion between the simulation platform and the experiment results for microswarm creation [1], (b) 

Rotating magnetic field of 25 mT Fr. 10Hz, (c) Rotating magnetic field of 25 mT Fr. 20Hz, (d) Rotating magnetic field of 25 mT 

Fr. 30Hz. 
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Abstract. Microrobotics is an actively growing field with applications in the medical domain. However, miniaturization of 

robotics presents a challenge in their manipulation and control. Several actuation techniques have offered solutions to this 

problem, however magnetic actuation has been preferred, due to its remote maneuverability, precise microrobot response and 

biocompatibility. Soft continuum magnetic microrobots have typically been controlled using homogeneous magnetic fields. 

In this study, we present the characterization of soft continuum microrobots in a non-homogeneous fields using permanent 

magnets. Cylindrical permanent magnets were used to apply focused fields across the length of the robot’s body, with three 

different combinations of actuating fields being explored to achieve full body shape control of 600 µm diameter soft continuum 

magnetic robots. In this approach, one actuating field gives the device a general direction, while a second localized actuation 

is provided based on the scenario. Using this approach, it is possible to add versatility to the shape forming of microrobots, 

which we demonstrate using a static 3-point manipulation. 
 

Introduction 
 

Magnetic continuum microrobots have been developed as endovascular interventional tools, where their soft 

cylindrical structures can be controlled to navigate inside vascular networks [1]. More recently, fully soft 

continuum robots capable of achieving shape formation have been introduced (Fig. 1 (a)) [2, 3]. The soft 

continuum microrobots used in the presented work were made of a magnetic responsive elastomer (MRE) 

material, fabricated by embedding magnetic microparticles in an elastomer matrix. This type of material 

combines magnetic and elastic properties to allow controlled deformation and manipulation of the devices.  

 

 
 

 

 

 
Figure 1. Soft magnetic microrobot shape forming(a) microrobot of with 20mm 25mm 30mm length and (diameter <600 µm), (b) 

complex path with three shape conditions (c) shape condition with one permanent magnet (d) shape condition with permanent magnet 

and electromagnet (e) shape condition with two permanent magnets (all conditions are statics) 

Results and discussion  
The study was divided into three main experiments, all conducted with the microrobot submerged in fluid. 

This configuration was chosen to reduce friction of between the devices. We first studied the microrobot's 

behaviour under inhomogeneous fields to identify possible shape-forming primitives. Subsequently, the 

possibility to achieve more complex, sequential shape forming was simulated (Fig. 1 (b)). Finally, the approach 

of shape-forming under inhomogeneous fields was tested (Fig. 1 (c), (d) and (e)) which shows the successful 

proof-of-concept result and five different modes for shape forming was identified.  
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Abstract. The penetration of biological soft tissues is an essential prerequisite for micro-robots to perform useful biomedical 

tasks, such as targeted drug delivery and minimally-invasive surgery. However, most wirelessly-driven micro-robots do not 

exert large enough force to penetrate solid tissues. It is therefore important to understand the fundamental mechanics of tissue 

fracture at micro-scale to facilitate the optimization of micro-robots. Here, we report the force sensing and modelling of a 

magnetic micro-robot in a viscoelastic solid. The robot is actuated by a homogeneous magnetic field gradient and its dynamics 

are analyzed to calculate the resistive forces in a phantom gel. Multiple shapes and surface topology of the micro-robots are 

compared to identify an optimized design for soft tissue penetration. 
 

Introduction 
 

Micro-robots show great potential for minimally-invasive medicine. Many efforts have been made to power 

and actuate them, for example, by a magnetic field [1], an ultrasonic field [2], or a light field [3]. The magnetic 

field is one of the most promising power source for biomedical applications, as the magnetic field is safe for 

humans and offers a large penetration depth and a higher actuation force comparing to the other fields. As the 

device gets smaller, the magnetic driving force scales with the volume of the device, but the resistive forces 

scale with only the surface area. Therefore, it becomes even more difficult for micro-/nano-devices to exert 

high enough forces to penetrate biological soft tissues. In this work, we report a wireless force sensing system 

based on magnetic micro-robots. With the new system, the dynamics of the robots moving in viscoelastic 

phantom gels are measured and modelled.  
 

 
 

Figure 1: a) Schematic of a micro-robot moving in a viscoelastic medium. The robot’s motion is captured while it is actuated by a 

homogeneous magnetic gradient. b) The displacement curves of two robot designs.  
 

Results and discussion 
 

Experimental results show that the customized system generates a controllable homogeneous magnetic field 

gradient. A micro-robot moves through a transparent viscoelastic medium actuated by the magnetic gradient, 

as shown in Figure 1a. The displacement curves of different micro-robots’ designs are shown in Figure 1b. 

The optimization of the robot’s shape and surface increases the velocity of 20 %. Moreover, air bubbles were 

observed that were left on the path of the micro-robot, indicating the fracture of the viscoelastic solid. Future 

study lies in the modelling of the gel mechanics and optimizing the interaction between the robot and the gel 

to facilitate an effective penetration with a low actuation force. Furthermore, we expect the experimental results 

contribute to the understanding of nonlinear fracture mechanisms. 
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Abstract. As an important structure of micro-robots, micro-beams play an increasingly important role in
daily production and life, especially in the biological and medical fields. During the use of micro-beam
instruments, vibrations occurs due to the unevenness of the skin, which will affect the accuracy and stability
of precision instruments. To analyze this problem, this paper studies the free vibration of beams with spring
at arbitrary position and nonlinear spring foundations. Through the Laplace transform and the principle of
linear superposition, the constrained Green's function is obtained. Numerical calculations are performed to
validate the present solutions and the effects of various important physical parameters are investigated. It
was found the mode and deflection of the beam were changed by the spring.

Introduction
The research on the dynamic behavior of beams has been a classic problem, which has attracted many
scholars since its inception. As an effective tool, various forced vibration problems are studied through
Green's function. In order to study the vibration characteristics of the beam, Li et al.[1] used Green's function
to study the deflection and frequency of Timoshenk beam with damping. In order to analyze the interaction
of double beam structures, Zhao et al.[2] used Green's function method to study the forced vibration of
Timoshenko double beam system under axial compression load. Li et al.[3] proposed a Green's function
solution of forced vibration of oil pipelines on the basis of two parameters.
In a word, the previous Green's function method focused on the study of various forced vibration problems,
but not on free vibration problems. In this paper, the free vibration of beams with arbitrary springs and
nonlinear foundations is studied by applying the Green's function method. The effects of some physical
parameters are studied and meaningful conclusions are obtained.

Figure 1: Nonlinear spring foundation. Figure 2: Effect of spring stiffness on the constrained Green's function.

Results and discussion
Figure 1 shows a simply supported beam with springs. There are a series of springs with varying stiffness at
the bottom of the beam. In this paper, the free vibration problem is solved by Green's function method.
It can be seen from Figure 2 that the mode is modified by the spring stiffness. As the spring stiffness
increases, the mode of the constrained Green's function change accordingly.
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Abstract. This work presents a mathematical model to understand the impact of chemical induced defense mechanism
in a special class of predator-prey model. Based on the real world observations [1, 2], we formulate a predator-prey model
that considers movement of prey individuals opposite to the gradient of the chemical released by predators. We theoret-
ically able to show existence of solutions in one dimension (n = 1) and global-existence of solutions for n ≥ 2 is still
a topic of debate. An onerous linear stability analysis shows that repulsive indirect predator-taxis promotes instability in
proposed model and space inhomogeneous Hopf-bifurcation may occur at the critical values of taxis sensitivity parameter
χ. We numerically show emergence of spatio-temporal patterning that depicts the tendency to spatio-temporal separation
between prey and predators.

Introduction

Let P (x, t), N(x, t) represent the population densities of predator and prey individuals in a domain Ω ∈ Rn

with smooth boundary, and C(x, t) is the concentration of chemical released by predators then predator-prey
model studied in this paper reads

∂P

∂t
= d1∆P + F(N,P ), x ∈ Ω, t > 0,

∂N

∂t
= d2∆N + χ∇.(N∇W ) + G(N,P ), x ∈ Ω, t > 0,

∂C

∂t
= d3∆C + σP − µC, x ∈ Ω, t > 0,

(1)

with following non-zero initial condition and homogeneous Neumann boundary condition

P (x, 0) = P0(x), P (x, 0) = N0(x), C(x, 0) = C0(x) x ∈ Ω,

∂νP = ∂νN = ∂νC = 0 x ∈ ∂Ω, t > 0.
(2)

In model (1), di, i = 1, 2, 3 are diffusion coefficients, χ counts repulsive chemo-sensitivity of prey, σ and µ
represent chemical production and degradation rate, respectively. We consider Schoener’s type [4] kinetic part
in (1) with the assumption that both predator and prey exploit competitively a common food resource which is
available at some constant rate and shared between the predator and the prey.

Discussion

The mathematical model studied in this paper reveals the defence mechanism by means of chemical signalling.
Modeling framework considers a predator-prey model that counts intaguild predation and repulsive taxis oppo-
site to gradient of chemical released by predator. We have proved the existence of global solutions in 1D and
by linear stability analysis we show that sufficiently large chemosensitivity gives rise to emergence of inhomo-
geneous space-time patterns. Numerically we observed beautiful spatio-temporal patterns in 1D indicating that
predators and prey have used the same territory at different times in what is called spatio-temporal separation
in ecology.
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Abstract. The paper presents issues related to the identification of a non-linear mathematical model of the 
temporomandibular joint disc. Laboratory tests consisted in reflecting the mechanical characteristics of the articular disc. 
Regarding the verified and optimized model, which very well reflects the results of the laboratory experiment, model tests 
were carried out. Numerical simulations included, among others, plotting a multi-colour map of distribution of the largest 
Lyapunov exponent, on the basis of which, the areas of occurrence of periodic and chaotic solutions were identified. 
Bifurcation diagrams of steady states were generated for sample sections of Lyapunov's map and phase flows of periodic and 
chaotic solutions were presented. 
 

Introduction 
 

The articular disc is an integral element of the temporomandibular joint, which is one of the most complex 
joints in the human body. These are two points of support, formed by the heads of the condylar processes, 
performing interconnected complex spatial movements in time, whose heads move on the shape-shifting 
sockets. The loads acting on the tissues of the articular discs, from a theoretical point of view, can be classified 
into two types of loads: static and dynamic. Static loads occur when the dental arches are clamped. On the 
other hand, dynamic loads take place during the act of chewing. The results of experimental studies indicate 
that, regardless of the deformation zone, the stress in the tissues of the articular disc decreases with each cycle. 
In addition, with each subsequent load cycle, the hysteresis loop decreases, which results in the loss of 
dissipation properties [1,2]. 

Model and experimental research 
 

The results of the model research presented in the paper focused on the formulation of a mathematical model 
that reliably reproduces the behavior of the articular disc tissues subjected to cyclic loading. The disc model 
was mapped using a system with two degrees of freedom, consisting of a non-linear elastic element and two 
non-linear dissipation members. The measurement data were recorded in laboratory conditions, using the 
Zwick universal testing machine, through which the tissues of the articular disc were cyclically loaded.  
The conducted numerical experiments indicate that the proposed mathematical model of the articular disc very 
well reflects the course of experimental research. The compatibility of the simulation results with the 
measurement data is at the level of approx. 98%. 

a) b) 

  
Figure 1: Exemplary results showing a) chaotic solutions, b) verification of mathematical models of temporomandibular joint discs. 

 

At the beginning of the model research, we focused our attention on determining the zones of occurrence of 
chaotic solutions [3]. Then, for selected values of the amplitude of the external dynamic load acting on the disc 
tissues, steady-state bifurcation diagrams were plotted. We analyzed the effect of the frequency and the 
dimensionless amplitude of the external load acting on the tissues of the joint disc. The results of the numerical 
experiments are presented in the form of stable orbits against which the points of the Poincaré cross-sections 
are plotted. The last element, which was the subject of model tests included in the paper, was the identification 
of coexisting solutions. We proved that chaotic system responses and multiple solutions most often occur in 
the range of low values of the dimensionless amplitude of the external load. 
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Abstract. The dynamics of the transmission and spread of infectious diseases are eminently intricate, mainly due to
the heterogeneity of the host population. The patterns of interactions among various age groups can be different, which
generates a significant degree of heterogeneity. Further, the treatment rate of an infectious disease plays a vital role in
decreasing the spread due to the limited treatment facilities. Therefore, it is essential to involve age distribution and
saturated treatment rates to model the future disease burden. This paper investigates an age-structured epidemic model
incorporating a saturated treatment function. The expression for the basic reproduction number and conditions for the
global stability of the system are derived via the graph-theoretic approach. It is observed that the disease-free equilibrium
is globally stable if R0 ≤ 1 while an endemic equilibrium exists uniquely if R0 > 1. The numerical simulation is
demonstrated to illustrate the results.

Results and discussion

In this study, the global dynamics of an SEIR class of epidemic models with discrete age-structure and satu-
rated treatment function is investigated. The expression for the basic reproduction number R0 is derives using a
graph-theoretic form of Gaussian elimination method. It is stated that the basic reproduction number plays the
role of a sharp threshold for both the local and global asymptotic stability of each equilibria. More specifically,
the disease free equilibrium M0 is globally asymptotically stable if R0 ≤ 1, and if R0 > 1 and the digraph
associated to the disease transmission matrix is strogly connected, then the unique endemic equilibrium M∗ is
globally asymptotically stable under mild condition, which is the main result of this work.
Further, to facilitate the understanding of obtained theoretical results, several numerical simulations are per-
formed vividly. We applied our age-stratified epidemic model incorporating limited treatment facilities to study
the response of republic of Italy to the second wave of COVID-19 outbreak. For this purpose, the total popu-
lation is divided into the following age-groups: (00 − 19)years, (20 − 49)years, (50 − 69)years, (70 −
99)years. The daily new reported cases for the republic of Italy were extracted from WHO situation reports
[1] for the period 07th September 2020 to 27th December 2020. The proposed model is fitted to the extracted
data and the unknown parameters are estimated. The contact patterns across different age groups have a great
degree of heterogeneity. During COVID-19, these mixing patterns are known to be crucial determinants for the
model outcome and highly assortative with age. In most mathematical models, the number of people a person
contacts per day is assumed to be a constant or follow a particular pattern. In this work, these age-dependent
contact rates are estimated via a paper-diary methodology [2], based on a population-prospective survey in Eu-
ropean countries. For this purpose, relevant contact data from the POLYMOD (Improving Public Health Policy
in Europe through Modelling and Economic Evaluation of Interventions for the Control of Infectious Diseases)
study is used. The time profile shows in figure 1 clearly depicts the role of different age-groups in the spread of
disease. For the infected individuals lying in the age-group (20-49) years and (50-69) years, the susceptibility
to infection is approximately double compared to the exposed population is an important observation of this
work. The rapidity of the evolved COVID-19 outbreak in 2020 makes us realize the subverted situation of our
world in times of emergency. The results demonstrated in this study helps the policy makers in analyzing the
disease severity among different age-groups and therefore in adapting the effective control measures.
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Figure 1: Susceptibility to infection for Exposed and Infected classes varies by age.
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Abstract. A recent discovery of concept cells has revived the longstanding discussions on the role of individual cells in
information processing. The theory of a high-dimensional (HD) brain has provided a foundation for their existence in the
framework of an oversimplified mathematical model. In this work, we develop a biologically plausible model of concept
cells, including spiking neurons, rate information coding, and homeostatic plasticity. Then, we provide analytical and
numerical results illustrating the emergence of extreme selectivity in a neuronal aggregate to HD information patterns.

Introduction

In 1890 W. James proposed the hypothesis of a pontifical cell, which started a debate on the role of individual
neurons in the brain. A recent discovery of concept cells has revived the longstanding discussion [1]. From the
theoretical ground, the encoding of memories and high cognitive abilities require processing high-dimensional
representations of the external environment [2]. Then, the recently introduced HD-brain concept has provided
a mathematical foundation for these phenomena using formal neurons and an Oja-like learning rule [3, 4]. Its
extension to brain neural networks requires biologically relevant models of neurons, information codding, and
learning mechanisms. Here, we provide analytical and numerical results pushing further the HD-brain concept.
In the long run, developing such models and relating them to electrophysiological data could shed light on the
functional principles behind our intelligence.

Results and discussion

To simulate information processing in a neural network, we use the Izhikevich nonlinear model of a single
neuron, which faithfully reproduces the spiking behaviors of cortical neurons [5]. We adopt the rate coding of
complex information patterns received by HD neurons (with multiple synaptic inputs).
Earlier, on a simplified model, it has been shown that an aggregate of individual neurons can learn an arbitrary
high number of unique patterns [6]. We then summarize and discuss the main theorems to develop an adequate
nonlinear learning model for spiking neurons with similar properties. On this journey, an essential requisite is
local adaptive learning. From one side, it could provide fast learning (by avoiding global optimization) and,
from the other side, maintain an optimal spiking frequency.
Most mathematical models simulating learning in brain neural networks use Hebbian plasticity, which postu-
lates an increase in the efficiency of synaptic transmission when the activity of the pre and postsynaptic neurons
is correlated [7]. However, in its original form, the Hebbian rule has a severe drawback - it only describes the
potentiation of synapses, which can lead to unbounded growth of synaptic weights. This problem can be solved
using an ad hoc nonlinear mechanism, the so-called synaptic competition, which suppresses inactive or low-
frequency synapses in accordance with experimental findings [8]. Although this approach is mathematically
reasonable, its biological relevance remains unclear. We thus propose a nonlinear learning model that exploits
homeostatic plasticity, which restores neuronal activity to a specific value after a disturbance. As a result,
neurons can compensate for an increased or decreased overall synaptic input.
Using the developed models, we provide rigorous mathematical results and numerical simulations, which con-
firm that biological neurons can be highly selective to input patterns, as indirectly supported by experimental
results [9].
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Abstract.
Coral reef ecosystems are most vulnerable to changes in sea surface temperature (SST), a key environmental factor critical
to reef-building growth. Elevated SST reduces the ability of corals to produce their calcium carbonate skeletons. Pro-
longed high SST results in coral bleaching owing to the uncoupling of symbiosis among corals and microalgae. Corals
have narrow temperature tolerances. The skeletal growth rate of corals falls sharply to zero even at a slight increase of
SST above its temperature tolerance level. Corals are also vulnerable to macroalgal toxicity. Several benthic macroalgae
species are known to bring about allelopathic chemical compounds that are very harmful to corals. The toxic-macroalgae
produce allelochemicals for which the survivability and settlement of coral larvae are highly affected. Toxic macroal-
gae species damage coral tissues when in contact by transferring hydrophobic allelochemicals present on macroalgal
surfaces, leading to a reduction of corals and even coral mortality. The abundance of toxic macroalgae changes the
community structure towards a macroalgae-dominated reef ecosystem. We use a continuous time model to investigate
coral-macroalgal phase shifts in the presence of elevated SST and macroalgal toxicity. We have derived the conditions for
locally asymptotic stability of steady states. Computer simulations have been carried out to illustrate different analytical
results.

Short Introduction:

Coral reefs are the most striking and different marine ecosystems in our globe. Productive and complex, coral
reefs host hundreds of thousands of species, but few are described by science. Coral reefs are very well known
for their biological diversity, beauty and high productivity [1]. Coral Reefs tend to exist in alternate coral or
algae-dominated states. Faster-growing macroalgae always dominate coral reefs by making less available space
for the successful settlement of coral larvae [2]. Corals may die due to bleaching, and it takes decades to recover
partially or completely. Most of the bleaching events occur when the temperature is at least 1o more than the
temperature threshold [3].
In the present paper, the main emphasis will be placed on the dynamic behaviour of coral reefs ecosystem due
to increasing sea surface temperature.
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Figure 1: Bifurcation diagram of γ versus the equilibrium value of coral cover for different SST.

Results and discussion

In the tropical zone, we observed that the toxicity in coral increases due to increase of SST upto a threshold
value. In case of high SST, the toxicity tolerance in coral reduces extremely and followed by coral-mortality.
In the same tropical zone, we observed that higher rate of grazing of the herbivores is required for surviving
corals in the system when the SST is either low or high. We observed that the difference of upper and lower
SST threshold for surviving corals is maximum when they are in tropical region. The threshold difference
is minimum when corals are in temperate zone and it lies between maxima and minima when corals are in
subtropical zone.
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Abstract. A delayed SEIR (Susceptible-Exposed-Infected-Removed) epidemic model with a non-linear incidence rate
using graph Laplacian diffusion has been considered. The model has a diffusion term that describes population mobility
through a network. The local stability analysis for each steady state is demonstrated, and Hopf bifuraction for endemic
equilibrium has been examined. Computational experiments are performed to illustrate the theoretical findings on a
small-world Watts-Strogatz graph.

Introduction

Population mobility is one of the important key factors for the spatial spread of an epidemic. Many models
have been proposed to control an outbreak using a network, but these are based on contact-network between
individuals [1]. At the early stage of an outbreak, it is essential to involve a geographical network to understand
spatial dynamics. Recently, Tian et al. [2] have investigated delay-driven Hopf bifurcation in a networked
Malaria model. Motivated by their work, we investigate Hopf bifurcation in a delayed-SEIR epidemic model
on network.
The present model also considers an additional non-linearity called saturated incidence rate [4] of the form
βIS/(1 + αI), where S and I are the susceptible and infected individuals, respectively. Several studies on dy-
namical and bifurcation analysis can be found in [3] for which the model have this kind of nonlinear incidence.
Since this incidence rate involves the behavioral change and crowding effect of the infective individuals, it
appears that this incidence rate is more important than both the bilinear incidence rate and standard bilinear in-
cidence rate [5]. Furthermore, the unboundedness of the contact rate can be prevented by selecting appropriate
parameters β and α.

Results and Discussion

The main contributions of this work begin with theoretical results, which include the stability theorems and
derivation of the threshold delay time τ0 for the bifurcations. Then numerical experiments are performed
by considering a small-world Watts-Strogatz graph to validate the theoretical findings. One of the important
finding is the local behavior of the model, which is governed by basic reproduction number R0. The disease-
free equilibrium is asymptotically stable for τ ≥ 0 if R0 < 1. If R0 > 1, the endemic equilibrium exists
uniquely, and under a certain condition on parameters, the model undergoes a Hopf bifurcation when time
delay τ surpasses a critical value τ0. In Figure.1, the left sub-figure depicts the solutions for all node are stable
and converge to the endemic equilibrium simultaneously when τ < τ0. The solutions are periodic for the all
the nodes when τ greater than the critical value τ0. For the shake of clarity, the phase plane for the second node
has been displayed in the right sub-figure of Figure.1 when τ > τ0.

Figure 1: (left) when τ < τ0, profile solutions for each infected node, and (right) when τ > τ0, phase plane at second node.
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Abstract. In this paper, a multiscale model of cardiac thin filament activation and sarcomere contraction is proposed.
The model is derived such that it links atomistic molecular scale data of sarcomere protein-protein interactions to the
cellular scale. More specifically, we propose to use (i) an elastic network modeling method to solve for the small scale
oscillations of tropomyosin protein dynamics on the surface of actin filament, (ii) Langevin dynamics simulations based
on stochastic theory to capture large scale oscillations. These two computational methods provide more accurate modeling
of the cardiac contraction biophysics and can be used to predict the effects of point mutations on the cardiac contraction.

Introduction

Cardiac diseases are the leading cause of death worldwide. Many of the inherited cardiac phenotype diseases
such as hypertrophic and dilated cardiomyopathies are linked to missense mutations in sarcomeric regulatory
(tropomyosin, actin, troponin, myosin) proteins. These mutations and post-translational modifications influ-
ence not only the molecular contraction dynamics, but also affect cellular-tissue wall mechanics interactions,
which in turn affect heart pumping efficiency. The majority of these mutations has found to be distributed on
residues located on the tropomyosin-actin interface and many may modify the interaction energy landscape
that regulates the Tm positioning and mobility on the surface of actin filaments. These mutations and post-
translational modifications influence not only the Tm dynamics, but affects myofilament Ca2+ sensitivity and
alter cooperative interactions between actin, Tm, troponin-complex and myosin [1].

Tropomyosin (Tm) is an important protein for regulating cardiac contraction. When Tm gets activated, it
oscillates in the azimuthal direction over actin surface. The Tm dynamical motions are believed to play an
important role in regulating muscle contraction [2]. Computational models including the Markov Chain Monte
Carlo MCMC -based algorithms were proposed in several myofilament mechanistic models [3] in order to un-
derstand intrinsic mechanism by which the Tm oscillates between the B-C-M states. Although the MCMC
computational models were able to predict with acceptable degrees of accuracy the angular positions events of
Tm. Yet, the applicability of MCMC simulations in describing how Tm alternates between angular locations is
limited. Most importantly, they cannot be used to time-track the intrinsic Tm dynamic motions between regula-
tory positions or simulate mutation effects, which is a process that requires molecular and stochastic multiscale
high fidelity simulations [4].

Results and discussion

The results using Langevin dynamics stochastic simulations will be used to understand how the Tm molecule
fluctuates over the actin filament as a function of the azimuthal angle. The results using protein elastic network
model will be used to show the dominant eigen values of these oscillations. Both results will help to better
understand the role of Tm dynamics during the cardiac thin filament activation process.
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Abstract. In recent tests of brain criticality in stroke patients, it was suggested that lesions cause a non-critical state of
neural dynamics, and the critical state might subsequently be restored in parallel with a patient’s post-stroke behavioral
recovery (Rocha et al.). We propose an alternative interpretation in which the brain remains in the critical state at all times;
however, as a result of a stroke, it may effectively become divided into two or more weakly connected regions, mimicking
the lack of criticality. This interpretation is corroborated by toy simulations of the Ising model and a more realistic
Haimovici-Tagliazucchi-Chialvo model based on the Hagmann et al.’s connectome with “artificial strokes” performed by
removing connections between two subsystems. In such models, standard indicators of criticality based on cluster size
analysis are found to behave similarly to those in models based on real-world MRI scans of stroke patients. Our study
suggests that the lack of the peak in the second largest cluster, signaling the loss of criticality, may be an artifact of the
division of the original system into weakly connected parts.

Introduction

A canonical example of a complex system is the human brain, whose large numbers of neuronal cells dis-
play nontrivial multiscale organization and complex characteristics. The concept of the critical brain suggests
that neural networks evolve towards a critical state, where the competition between order and disorder states
emerges. Such a system behavior indicates optimization of computational properties related to information pro-
cessing, such as information transmission and storage or computational power, which is especially appealing
in neurosciences [1].
The ideas of critical phenomena have recently been applied to the study of the brain dynamics of stroke patients
by Rocha et al. [2]. Their most intriguing result was the fact that the presence and severity of the stroke were
related to loss of critical behavior in the brain and possible post-stroke recovery of a patient to the recovery
of criticality. Their results were based on the analysis of the sizes of largest clusters of activity. We revisit
these findings from a theoretical perspective by studying artificial ”strokes” in the toy Ising model and the HTC
model.

Results and discussion

In this work, we demonstrate a simple mechanism whereby a critical system consisting of at least two weakly
connected parts may appear non-critical to the usual structure-agnostic analysis of the size of the second largest
cluster of activity. We replicate this behavior in a set of numerical experiments on real connectomes with a re-
alistic model of brain activity, where artificial “strokes” are introduced by removing some connections between
regions of the standard healthy connectome. Furthermore, a finer cluster analysis applied to substructures in-
duced by such strokes reveals the criticality hidden from the structure-agnostic analysis. The results of these
experiments bear a close resemblance to the results of simulations based on real-world data from stroke patients.
We therefore conclude that by itself the second largest cluster size is not a reliable indicator of criticality when
applied to a system with unknown subsystem structure. We further argue that stroke-induced loss of criticality
may be only illusory and that the described mechanism is a possible explanation for the previous findings. In
light of our work, complementary indicators, such as the autocorrelation coefficient, the eigenvalues of the
correlation matrix, or the modularity analysis of the connectome, are needed to make criticality analysis more
robust.
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A novel alternative formalism of the Wiener path integral technique - circumventing 
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Abstract. The formulation of the Wiener path integral (WPI) technique for determining the stochastic response of diverse 
dynamical systems has been developed to-date in conjunction with the Markovian assumption for the system response process. 
Herein, a novel WPI formalism is developed to account, in a direct manner, also for systems with non-Markovian response 
processes. In this regard, nonlinear systems with a history-dependent state, such as hysteretic structures or oscillators endowed 
with fractional derivative elements, can be treated in a straightforward manner. That is, without resorting to any ad hoc 
modifications of the WPI technique pertaining, typically, to employing additional auxiliary filter equations and state variables. 

 
Introduction 

Various methodologies have been developed over the last six decades in the field of stochastic engineering 
dynamics for determining response statistics of diverse structural and mechanical systems [1]. Indicatively, relying 
on the Markovian assumption for the system response process, a wide range of techniques have been developed 
for solving the Fokker-Planck partial differential equation governing the system response joint transition 
probability density function (PDF); see [2] for a broad perspective. Nevertheless, for a wide range of systems the 
convenient Markovian response assumption cannot be reasonably justified. Indicative examples include systems 
exhibiting hysteresis or subjected to non-white stochastic excitations. This challenge is bypassed, typically, by 
considering additional auxiliary filter equations and state variables. However, this kind of solution treatment relates 
usually to increased computational cost due to the increased dimensionality of the problem.  
 

Results and discussion 
Kougioumtzoglou and co-workers have developed recently a technique based on the concept of Wiener path 
integral (WPI) for stochastic response determination of diverse dynamical systems (e.g., [3-5]). Remarkably, the 
technique exhibits both high accuracy [4] and low computational cost [5]. However, the formulation of the WPI 
technique has been developed to-date in conjunction with the Markovian assumption for the system response 
process. In this paper, an alternative novel formalism is developed that circumvents the Markovian response 
assumption. Specifically, considering the probability of a path corresponding to the Wiener (excitation) process, 
and employing a functional change of variables in conjunction with the governing stochastic differential equation, 
yields the probability of a path corresponding to the response process. This leads to representing the system 
response joint transition PDF as a functional integral over the space of possible paths connecting the initial and 
final states of the response vector. Overall, the veracity and mathematical legitimacy of the WPI technique to treat 
also non-Markovian system response processes are demonstrated. Illustrative numerical examples relate to 
nonlinear oscillators exhibiting hysteresis and endowed with fractional derivative elements. Comparisons with 
pertinent Monte Carlo simulation (MCS) data demonstrate the accuracy of the developed formalism (Fig.1).  

 
Figure 1: Non-stationary response joint PDF at indicative time instants corresponding to a stochastically excited oscillator with asymmetric 

nonlinearities and fractional derivative elements:(a) results obtained by the WPI technique; (b) comparison with MCS data. 
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Diagrammatic perturbation theory for Stochastic nonlinear oscillators
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Abstract. In this work we consider stochastic driven damped nonlinear oscillator, characterized by a natural frequency
ω0 and a damping coefficient 2Γ of the linear system. We explore what the time averaged linear response of the nonlinear
system will be in the frequency domain. We show that a perturbation theory involving the nonlinear terms is identical to
the Feynman diagrams based perturbation theory used in any statistical or quantum field theory. We find that at second
order the frequency and the damping coefficient becomes dependent on the frequency ω at which the system is being
probed. This is a small but unexpected effect.

Introduction

The noise driven nonlinear oscillator is described by the dynamics:

ẍ+ 2Γẋ+ ω2
0x+ λx3 = f(t) (1)

where f(t) is a random Gaussian white noise with the two point correlator given by ⟨f(t1)f(t2)⟩ = 2Dδ(t1 −
t2) where D is a constant. For the sinusoidally driven case, we have an additional Acos(Ωt) term on the right
hand side. The frequency dependent linear response of the system is given by R(ω) =< δx(ω)

δf(ω) > where the
angular bracket is a long time average.For λ = 0, R(ω) = R0(ω) = (ω2

0 − ω2 + 2iΓω)−1. At the first order
in perturbation theory the addition to ω2

0 is ∆ω2
0 = 3λD

2ω2
0

which is in agreement with Samanta et al[1,2] and
the change ∆Γ in the damping is zero. Our perturbation framework is based on the diagrammatic approach
initiated for stochastic dynamics by Kraichnan [3] and Wyld [4].Our approach is complementary to the recent
work of Belousov et al [5]. It allows for a straightforward calculation of the O(λ2) term and we find that the
correction to ω2

0 is frequency dependent and more importantly there is a non-zero ∆Γ which is also frequency
dependent. Both corrections vanish at very high frequencies which is physical.

Feynman diagrams of O(λ) and O(λ2)

Results and discussion

We extend this framework to address the stochastic pendulum with a period forcing Acos(Ωt) ( an additional
contribution to the R.H.S of Eq.(1). The shift in the response function contains joint contribution of the stochas-
tic and deterministic drives i.e AD.Further, if we replace the λx3 term by µx2 in Eq.(1), then we have a
metastable cubic potential well and our perturbation approach allows us to find the criterion for which the par-
ticle can escape from the well. The result we get is analogous to fluctuation dissipation theorem in statistical
mechanics. We can also handle the stochastically driven Kapitza pendulum.We find that the stability of the
inverted fixed point is possible if we have colored noise, rather than white noise [6].
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Response statistics of a conceptual airfoil with consideration of extreme load conditions
Qi Liu∗, Yong Xu∗,∗∗
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Abstract. An aircraft sometime serves under extreme flight conditions, which will have a substantial impact on its flight
safety. We explore dynamical behaviors of a conceptual airfoil with an extreme random load portrayed by a non-Gaussian
Lévy noise. We first theoretically deduce amplitude-frequency equations associated with the deterministic airfoil system.
We observe an excellent agreement between the analytical results and the numerical ones, as well as a bistable behavior.
Then, the impacts of the extreme random load are numerically examined in depth. Within the bistable regime, the extreme
random load can induce stochastic transition and resonance. Interestingly, the Lévy noise is more likely than the Gaussian
scenario to cause a highly unexpected stochastic transition. All of the findings would be helpful in ensuring the flight
safety and enhancing the structural strength and reliability of aircraft wings operating at extreme flight conditions.

Introduction

The interaction between nonlinearities and stochasticities usually cause sophisticated behaviors than the deter-
ministic systems. Stochastic behaviors of conceptual airfoils with random loads have been extensively inves-
tigated [1–5]. In the previous works, we have explored complex dynamics of conceptual airfoil models with
Gaussian [1, 2] and narrow-band [3, 4] random excitations via stochastic averaging and multiple-scales meth-
ods. But, the previous studies only considered small random fluctuations and effects of extreme load conditions
have not been addressed. The idealized Gaussian noise can describe only small fluctuations around the mean
value but not large jumps. The non-Gaussian Lévy noise, however, can better model the random loads with both
continuous and jumping features [6]. As a result, the purpose of this work is to lead to a better understanding
on dynamical behaviors of a conceptual airfoil with extreme random loads modelled as a Lévy noise.

Results and Discussion

The coupled governing equations of the airfoil model with an extreme random load are established as

ḧ+ ε2xθθ̈ + ε2ζhḣ+Ω2
h

(
h+ ε2βhh

3
)

= −ε22Qθ/µ, (1a)

ε2
xθ
r2θ
ḧ+ θ̈ + ε2ζθθ̇ +Ω2

θ

(
θ + ε2βθθ

3
)

= ε2F sin (ωt) + εζ (t) , (1b)

here θ and h represent the pitch angle and plunge deflection, 0 < ε� 1 is a small parameter,Q = [U/(bωθ)]
2 is

the generalized flow velocity, F and ω are the amplitude and frequency of external force, and ζ (t) is the extreme
random load as a Lévy noise with the stability index α, skewness parameter β, noise intensity D and mean ν.
The other symbols can see Ref. [2]. Response statistics of the airfoil systems (1a) and (1b) are shown in Fig. 1.
The system parameters are µ = 20.0, a = −0.1, b = 1.0, xθ = 0.25, rθ =

√
0.5, ω̄ =

√
0.2, ζh = 0.1, ζθ =

0.2, βh = 0, βθ = 0.1, ε =
√

0.1. Bistable behaviors are observed in the airfoil system. The probability
P (Ahigh) gradually decreases as ω increases. Particularly, when ω = 1.04, P (Ahigh) = 0.0191� 1, thus the
undesirable high-amplitude attractor Ahigh can be regarded relatively as a rare attractor. The extreme random
load can cause a stochastic transition as well as a stochastic resonance. Moreover, a large D or a small α would
increase the possibility of stochastic transitions, while the β has basically no effect on them. The Lévy noise is
more likely to induce the undesired transitions in comparison with the Gaussian one.
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Figure 1: Response statistics of the conceptual airfoil systems (1a) and (1b) with Q = 6.0, F = 2.5. (a) amplitude-frequency
curve; (b) basin of attraction (ω = 0.85), in which the green and yellow regions respectively corresponds to the low-amplitude attractor
Alow and the high-amplitude one Ahigh; (c) probability P (Ahigh) for ω = 0.83 (Case I), ω = 0.85 (Case II), ω = 0.90 (Case III),
ω = 0.95 (Case IV), ω = 1.02 (Case V) and ω = 1.04 (Case VI); (d) time histroy and time-frequency feature (ω = 0.85, α =
1.9, β = 0, D = 0.2); (e) mean first passage time (ω = 0.85, β = 0); (f) signal-to-noise ratio (ω = 0.85, β = 0).
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Modeling stick balancing with stochastic delay differential equations
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Abstract. In this study, we present an extended model for stick balancing. The control parameters in the PD controller
are stochastic variables, and we investigate the properties of the corresponding stochastic delay differential equation
(SDDE). The noise changes the stability boundaries and reveals important dynamics otherwise hidden in deterministic
models. We can mitigate the differences between the popular deterministic models and measurements with this approach.

Introduction

Researchers investigate the neural control of humans through various balancing tasks, for example, postural
balance or stick balancing. A popular model of stick balancing is the inverted pendulum and cart system,
shown in Fig. 1a), which is unstable. However, we can stabilize it with an appropriately chosen control
force. PD control is a common choice [1] because we assume that humans try to measure the angle and the
angular velocity. The results of the PD controllers are promising, but we run into significant differences when
comparing them to measurement outcomes. Specifically, we are interested in the critical length of the stick,
which is the length we can still stabilize with a given reflex delay. There is an analytical formula for the critical
length as a function of the delay based on the deterministic model, namely lcr,det = 3gτ2/4. However, we
observe a shift between the measured and analytical curves in Fig. 1b). In reality, the balancing process is more
unstable than the deterministic model. There are some extensions to improve the model, for example, sensory
deadzones [2] or other controllers [3]. However, we find that handling the parameters of the PD controller as
stochastic variables favorably impacts the dynamical behavior. We investigate the second moment, which tells
us about the typical deviations of the trajectories from the deterministic solution. Second moment instability
means large variances: it translates to uncontrollable angles and angular velocities in our stick-balancing case.

a) b)

c)

d) e)

Figure 1: a) Mechanical model. b) Measured critical length lcr as a function of the reaction delay τ . c) Critical length as a function
of the delay utilizing the stochastic model with different noise intensities σ. d) Second moment stability boundaries of the stochastic
model. e) Stationary second moment dynamics E[ϕ2

st] along p = 1.5.

Results and discussion

In Fig. 1d), we present the stability boundaries of the stochastic model in the control parameters’ plane. We see
the effect of the noise intensity at a given stick length and delay: Larger noise results in smaller stable regions.
We determine the critical length at a given delay for different noise intensities by selecting the value where
the stable region disappears. Fig. 1c) shows the stochastic critical length curves as a function of the delay.
The curves are still second-order polynomials, but their multiplier is a function of the noise intensity, namely
lcr,st = γ(σ)lcr,det. Based on this, the estimation of the noise level is around 5% in our measurements. However,
in simulations, the highest noise intensity providing stable solutions was 4%. Fig. 1e) shows the stationary
second moment dynamics, and we observe high variances even in the stable region. If these variances reach the
limit angle of 90◦, the probability of losing balance increases significantly. Therefore, we modify our stable
balancing condition from the disappearance of the stable region to a limit of the stationary second moment. We
hope this approach brings the measurements and simulations even more in agreement.
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Abstract. An adaptative phase-space discretization, based on an operator approach, is here employed to investigate the 

influence of a symmetry-breaking parameter on the global dynamics of the symmetric Duffing oscillator, in particular the 

basins’ boundaries, attractors’ distributions, and manifolds. The results highlight the importance of uncertainty analysis on 

the global structures of dynamical systems with competing attractors. 
 

Introduction 
 

The symmetric Duffing oscillator is well studied in literature and may describe a plethora of events in 

sciences and engineering [1], including systems with one or two potential wells. However, in many 

applications ranging from quantum physics to engineering, a symmetry-breaking effect described by a 

quadratic nonlinear term is an important feature, and the magnitude of the quadratic term is often unknown. 

A well-known example is the nonlinear response of imperfect structures liable to stable or unstable 

symmetric buckling, such as plates and shells, where the magnitude of the geometric imperfections leading 

to asymmetry in the potential energy profile is unknown. Similar behavior is observed in the asymmetric 

Helmholtz-Duffing oscillator [2]. Here the influence of the uncertainty of the quadratic term coefficient, α, 

on the global dynamics of the following Duffing oscillator is investigated 

( )2 30.1 sin .x x x x x t  + − − + =  

For α = 0, the system exhibits a symmetric double-well potential function, whereas for α ≠ 0, the symmetry 

is broken. 
 

Results and discussion 
 

An adaptative phase-space discretization [3] is employed in the global analysis of the oscillator. It allows to 

refine complex basins’ boundaries and then observe how the uncertainty in α affects the global dynamics. 

Depending on the forcing parameters (λ; ω), the system can present different numbers of competing 

solutions. For λ = 0.35, ω = 0.8 three coexisting solutions are observed for the deterministic system: two in-

well and one cross-well solutions. Assuming that α is uniformly distributed (α ~ U(0; 0.3)), stochastic global 

structures, that is, attractors, basins, and manifolds distributions are obtained. The obtained basins are shown 

in Fig. 1. The left and right in-well attractors are deeply influenced by the symmetry-breaking, indicating a 

high sensitivity. Particularly the left in-well attractor, with its already small basin, loses stability.  
 

   
(a) right well attractor (b) left well attractor (c) cross-well attractor 

 

Figure 1: Attractors (left color bar) and basins (right color bar) probability distributions for λ = 0.35, ω = 0.8, and α ~ U(0; 0.3). 
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Abstract. We propose a mathematical model to study the dynamics of dengue fever in a susceptible population. Our
main goal is to assess the effect of four different control strategies: existence of sterile male mosquitoes, use of pesticides
for larvae, and for adult mosquitoes, and vaccination, in the disease propagation. We discuss the results of numerical
simulations from an epidemiological point of view. Inferences on health policy measures are drawn.

Introduction

Dengue is a mosquito-borne viral infection, caused by the dengue virus (DENV) of the Flaviviridae family.
Dengue incidence has seen a pronounced increase in recent decades. Dengue prevention and control depends on
effective vector control measures. These encompass combat mosquito vectors, with the prevention of mosquito
breeding, community engagement, reactive vector control, and active mosquito and virus surveillance. Vacci-
nation is also an important prevention strategy.

The proposed model

A′m = φ1
(
1− Am

C

)
(F2 + F4)− (σA + µA)Am,

F ′1 = pσAAm − β
M1+M2

F1M1 − β
M1+M2

F1M2 − µmF1,

F ′2 = β
M1+M2

F1M1 − bβm
H+mHiF2 − µmF2,

F ′3 = β
M1+M2

F1M2 − µmF3,

F ′4 = bβm
H+mHiF2 − µmF4,

M ′1 = (1− p)σAAm − µmM1,
M ′2 = φ2 − µmM2,

H ′s = µh(H −Hs)− bβh
H+mHsF4 + ηHr,

H ′e = bβh
H+mHsF4 − (θh + µh)He,

H ′i = θhHe − (αh + µh)Hi,
H ′r = αhHi − (η + µh)Hr,

(1)

where Am-mosquito’s aquatic phase, F1-uninfected and unmated female mosquito, F2- uninfected fertilized female
mosquito, F3-uninfected mated fertilized female, F4-infected mating fertilized female, M1-normal male mosquito, M2-
sterile male mosquito, Hs-susceptible human, He-exposed human, Hi-infectious human, Hr-recovered human. Vaccina-
tion, v(t), is added as follows. The term −v(t)Hs(t)+ kv(t)Hr(t) is added to Hs(t) and subtract from Hr(t). Parameter
k represents the waning immunity process.

Results and discussion

In Figure 1, we depict the effect of the four control strategies in the dynamics of dengue spread for the normal male
mosquitoes (M1) and for the infected humans populations (Hi). The results are promising, since they show decrease in
the number of normal male mosquitoes and infected humans. Dengue is still a major concern worldwide, with a 70%
actual burden in Asia. Epidemiologists can provide substantial advise to policy makers by interpreting the predictions
provided by mathematical models.
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Figure 1: The effect of the four control strategies on the dengue model (1).
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Abstract. Mechanistic epidemic models are frequently used to predict the evolution of infectious disease outbreaks.
However, the uncertain nature of the model parameters (epidemiological parameters, initial conditions, etc.) and the
limited horizon of predictability of this dynamic phenomenon make it essential to quantify the underlying uncertainties. In
this sense, this work presents a cross-entropy approximate Bayesian computation framework for uncertainty quantification
that is particularly interesting for use in epidemic models. The new methodology is tested with actual data from a COVID-
19 outbreak, presenting a great capacity to capture the variability and dynamic evolution of the disease records.

Introduction

This work presents a data-driven framework for UQ of mechanistic epidemic models [1, 2] based on the com-
bination of two probabilistic ingredients: (i) cross-entropy method for optimization, used to obtain a baseline
calibration of the model parameters; and (ii) approximate Bayesian computation, employed to update the cali-
bration of the parameters and propagate the uncertainties of the parameters through the dynamic model. This
framework inherits the good features of the two techniques, gaining meaningful information from the epidemic
data. It is tested with the aid of actual data related to the COVID-19 outbreak in Rio de Janeiro (Brazil), using
an SEIR(+AHD) compartmental model (Fig. 1 left) as a predictive tool [1, 2].
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Figure 1: SEIR(+AHD) epidemic model considering susceptible, exposed, infectious, asymptomatic, hospitalized, recovered, and
deceased compartments (left); evolution of the number of hospitalized individuals (center left) and total deaths (center right), with the
respective 95% credible intervals and actual outbreak data; and the statistical characterization of dynamic model parameters. Further
details about these results can be seen in the reference [2].

Results and discussion

The dynamic model is calibrated with epidemiological surveillance data (number of hospitalizations and deaths
caused by COVID-19) for one month (1st to 31st of May 2020). Then it is used to extrapolate the behavior
of these quantities of interest in a horizon of 30 days ahead, as can be seen in Fig.1 (center), which shows
the evolution of these quantities of interest and the corresponding 95% credible intervals. In this effectiveness
test of the data-driven UQ methodology, we can note that the quantitative forecasts are excellent in a horizon
of up to two weeks, and a good qualitative agreement between data and model response prevails in the 30
days forecast horizon. Fig.1 (right) presents the statistical characterization (marginal histograms and scatter
plots) of the parameters of the epidemic model. The unimodal shape of all marginal histograms indicates
the effective information gain resulting from the model calibration. These results show the robustness and
effectiveness of the proposed framework, which is another tool to assist in modeling epidemic outbreaks when
using mechanistic mathematical models (compartmental models).
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Abstract. Although non-stationary dynamics have been observed in nature, it is still unclear if these behaviors are
inherent of ecological systems or whether they are the result of external forcings. In order to comprehend how rarely
non-stationary dynamics occur in ecosystems, we analyzed a complex biogeochemical model. It was discovered that half
of the possible choices of parameter and initial conditions of the model lead to non-stationary dynamics, even if the bulk
of such trajectories show relatively tiny oscillations. Such trajectories can resonate with an external noise, making them
significant. By altering how the model describes the structure of the food web, we looked for the reasons of its stability.
We discovered that traits like omnivory and center of gravity are essential to the stability of the web. Our results support
the widely accepted hypothesis that predators that can feed on a variety of prey, potentially at multiple trophic levels, are
associated with stable ecosystems.

Introduction

The importance of investigating not stationary dynamics (such as periodic or chaotic behaviours ) in ecolog-
ical systems stems from the abundant evidence of the existence of periodic changes in population densities.
However, it is still not clear whether such periodic fluctuations are intrinsic of ecological systems or due to an
external forcing. Many studies show that simple models exhibit periodic cycles and chaotic behaviour [1, 2].
Other studies indicate that real natural population systems are unlikely to behave chaotically unless forced by
an external factor, such as human actions, even if the seeds of chaos are present [3]. Moreover, it is known that
strong oscillations can be induced by stochastic forcing. One of the most important examples of resonance be-
tween stochastic noise and internal oscillation modes is reported in [4], where it is demonstrated that glaciation
cycles can be described by resonance of stochastic noise with the periodicity of astronomical forcing. In this
work, we investigate the presence of internal model oscillations in a complex biogeochemical model to examine
the conditions under which resonance with stochastic fluctuations can occur and whether this phenomenon can
be considered rare or common.

Results and discussion

We found that half of the possible parameters and initial conditions choices lead to very small fluctuations in the
solutions of the model. Such solutions, which we have defined as quasi-stationary, can resonate with stochastic
noise and can be the seeds of chaos thought to exist in nature. However, only 3% of the perturbed samples has
exhibited large fluctuations. This confirms the notion that complex models are stable.
Therefore, we searched for the causes of food web stability. We found that the most important features charac-
terizing food web stability are omnivory and center of gravity. However, omnivory alone is not able to stabilize
a web; on the contrary, in long chains it plays a destabilizing role. This can be explained by the fact that preda-
tion of top predators at different levels of a food chain enhances the predation at the lowest levels, destabilizing
the whole chain. Instead, a low center of gravity, i.e. the presence of alternative prey species, especially at the
lowest trophic levels, is a very effective mechanism for reducing unstable dynamics.
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Abstract. This paper studies bifurcation analysis and resonances in a discrete-time model analytically and numerically.
The local stability conditions of all the fixed points in the system are determined. Here, codim-1 and codim-2 bifurcation,
including multiple and generic bifurcations in the discrete model, are explored. The model undergoes fold bifurcation,
flip bifurcation, Neimark-Sacker bifurcation and resonances bifurcation of codimension two at different fixed points.
Using critical normal form theorem and bifurcation theory, this study obtains the normal form coefficients to confirm
the nondegeneracy of codim-1 and codim-2 bifurcations in the model. The numerical simulation gives a wide range of
periodic cycles and bifurcation in the system. In the system, NSB signifies that both species can fluctuate near critical
parameter values and stable fluctuations seem. The resonance bifurcation in the discrete-time map indicates that both
species coincide till order 4 in stable periodic cycles near some critical parametric values.

Introduction

In ecology, the interaction between distinct species causes conflict, cooperation and consumption. The prey-
predator system is the most fundamental linkage among them. Almost a century ago, the predator and prey
populations had many variations based on their experimental evidence. The Lotka-Volterra model also serves
as a general framework for describing other types of nonlinear ecosystem interactions such as competition,
scavenging, and mutualism. The study of their dynamical behaviors has drawn the attention of many mathe-
matical biologists [1, 3, 2].

Results and discussion

In this work, we obtained our discretized model by deploying the piecewise constant argument approach in
the model, discussed. we explored local stability for all fixed points. The system is explored for different
codim-1 and codim-2 bifurcations by using critical normal form coefficient method. The codim-2 bifurcations
such as resonance 1:2(R2), resonance 1:3(R3) and resonance 1:4(R4) are occurred under some non-degenerate
conditions. An extensive numerical simulation is presented to substantiate the analytical findings.
Moreover, the 1:4 resonance bifurcation demonstrates that both species coexist till order 4 in stable periodic
cycles near some critical parametric values. Ecologically, the prey-predator species coexist up to the fourth
order in the stable high periodic cycle.

Figure 1: 1;4 (R4) Resonance bifurcation diagram with respect to β when α = 3.25
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Abstract. Cardiac dysfunctions and arrhythmias are nonlinear and complex phenomena and can be monitored using 
electrocardiogram (ECG) recordings. ECG signals, and their underlying signal generation mechanisms, have strong nonlinear 
characteristics and in some cases, present rich dynamic responses. In this paper we aim to characterize the abnormalities found 
in patients with arrhythmias through a novel signal processing procedure applied to ECG signals, and by characterizing them 
in the time and frequency domains. Specifically, we propose use of the wavelet-based Synchroextracting transform (WSET), 
an emerging method for time-frequency analysis (TFA). The central idea of WSET is to increase the concentration of energy 
in the time-frequency representation (TFR), and capture variations of the instantaneous frequency (IF) of the original, weak 
signal, which enables better characterization of anomalies in the frequency domain. In this study, using a public arrythmia 
database, WSET is employed to extract nonlinear and complex features of pathologies present in the ECG signals, thus 
facilitating characterization and diagnosis of subtle anomalies in the patient's heart.  

Introduction 
Time-frequency analysis techniques (TFA), such as continuous wavelet transform (CWT), are very efficient 
in parameter / feature extraction, and solving the fixed window size problem of short time Fourier transform 
(STFT). Another problem encountered in TFA is the energy dispersion in the TFR which can hide/offset some 
frequencies, and causing inaccuracy in TFA. Methods based on synchrosqueezing try to mitigate this problem 
as presented in [1]. Emergent TFA techniques have been proposed in order to concentrate energy in the TFR, 
including the wavelet-based synchrosqueezing transform (WSST) and wavelet-based synchroextracting 
transform (WSET). A comprehensive discussion about synchroextracting transform (SET) formulation, with 
its applications and limitations, is presented in [1] In this work, WSET will be used, which is one of the 
emerging methods that has been used in the characterization of signals from mechanical systems [2]. It is 
important to note that these methods are eminently suitable for characterization of signals with nonstationary, 
nonlinear and chaotic characteristics. It is well-known that ECG signals are strongly nonlinear: the ECG signal 
in healthy conditions presents quasi-periodic responses, while a signal containing a pathological condition, in 
general, presents chaotic or quasi-periodic responses.  

Time-frequency analysis using wavelet-based synchrosqueezing transform 
Fig.1-a shows a time-domain ECG signal that contains 5 types of abnormalities: Right bundle branch block 
beat (R), Left bundle branch block beat (L), Premature ventricular contraction (V), Ventricular tachycardia 
(VT), Ventricular flutter (VFL). WSET scheme is used and are presented in Fig.1-b, it is possible to see how 
the method characterizes the instantaneous frequencies throughout the signal, allowing better temporal 
localization of a different clinical condition. We also observe discontinuities in the main frequency. Due to the 
concentration of energy in the TFR it is possible to observe the strong variation in the frequency spectrum at 
the instants when the cardiac arrhythmias occur, and this variation is a qualitative indicator of occurrence of 
period doubling, quasi-periodicity and routes to chaos in nonstationary signals, as described in [3]. 

Figure 1: (a) ECG signal with several clinical conditions,  and  (b) Frequency domain response - WSET scheme. 
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Abstract. The vibrational phenomena studied in this work regards the arm and forearm vibration with the purpose to detect 
and recognize the dynamic properties and correlations of onset of pathological tremor in patients affected by Parkinson disease. 
Experimental data measured by patients will be analyzed using multiscale recursive analysis methodologies through the 
TISEAN package [1]. 

Introduction 
The characterization and identification of pathological patterns detected through the surface electro- 
myographic (sEMG) and accelerometric signals are an interesting challenge: methodologies for data analysis, 
time series analysis, and human skills must be combined to detect and extract characteristics for pathological 
identification. The complexity lies in the very nature of the experimental activity [2] since each patient has 
slight differences due to the various positions of the electrodes, the different pathologies and the stage of the 
pathology itself, and the intrinsic complexity of biological systems (high degree of non-linearity, non-
stationarity, and signal noise).Pathological tremors can be classified accordingly to their frequency: low (2-
4Hz) cerebellar, medium (5-7 Hz) Parkinson's disease (PD), high (>8 Hz) Essential Tremor (ET). The 
traditional treatment is pharmacological and there are no proven efficacy molecules in cerebellar tremors. 
Other methods are mechanical, as robotic exoskeletons, or neurosurgical, as deep brain stimulation (DBS), 
these techniques suffer from various limitations; on the contrary, functional electrostimulation (FES) shows 
attenuation of 73% in ET, 62% in PD, and 38% in multiple sclerosis (MS). To support the patient affected by 
Parkinson's disease (PD) or Essential Tremor (ET), physiotherapy and electrostimulation help to reduce the 
tremor and compensate for the functional loss. From a biomechanical perspective, scientific literature describes 
the muscular activation and force estimation in several studies and further models allow compensating for 
errors introduced by measurement and tools. Surface electromyographic signals (EMGs) could be used as 
inputs for tremor detection[3-4], prediction, and parameter estimation. These could benefit from the 
implementation, for example, of Active Vibration Control algorithms, where the overall effect of the control 
loop is to reduce broadband oscillations and mitigate single or multi-vibrated modes without negatively 
affecting other frequencies (those related to voluntary movements). 

Results and discussion 

Figure 1: Recurrence plot of sEMG of Parkinsonian tremor at different time span: 0.1 seconds, 0.55second and 1.8 seconds 

The showed case, see figure1, presents electrodes location in Arm - Biceps Brachii with posture seated, 
holding light object (sampling frequency is 2560Hz) and has been analyzed using multiscale recursive 
analysis methodologies through the TISEAN package; three time span has been considered, showing the 
complexity of this response in particular, the embedding dimensions is 3 in all cases, but periodicity seems 
more evident in higher time span related to the 5.153Hz pathological tremor corresponding to the samples 
distance between the diagonals in the 3rd recurrence plot. 
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Novel approaches and “similarity score” for the identification of active sites during patient-
specific catheter ablation of atrial fibrillation 

 Vasanth Ravikumar**, Xiangzhen Kong**, Henri Roukoz***, and Elena G. Tolkacheva* 
*Department of Biomedical Engineering, University of Minnesota, Minneapolis, MN, USA

** Department of Electrical and Computer Engineering, University of Minnesota, Minneapolis, MN, USA 
*** Division of Cardiology, Department of Medicine, University of Minnesota, Minneapolis, MN, USA 

Abstract. Atrial fibrillation (AF) is the most common cardiac arrhythmia and precursor to cardiac diseases. Catheter AF 
ablation is associated with limited success rates, and existing mapping systems fail to identify target sites for ablation. 
We evaluated the performance of frequency-, information-, and statistical-based approaches to identify the AF drivers 
using unipolar and bipolar electrograms (EGMs) obtained from numerical simulations under different clinical scenarios. 
We also developed a “similarity score” to more accurately identify the spatial location of active sites of arrhythmia in 
patients with AF. Results from numerical simulations demonstrate that all approaches are able to accurately identify AF 
drivers from EGMs for clinical catheters. “Similarity score” pinpoints the spatial sites with high values that were observed 
only in patients with unsuccessful AF termination, suggesting that these active AF sites were missed during the ablation 
procedure. 

Introduction 

Atrial fibrillation (AF) is the most common cardiac arrhythmia and precursor to other cardiac diseases. 
Catheter ablation is associated with limited success rates in patients with persistent AF. Currently, existing 
mapping systems fail to identify critical target sites for ablation. Recently, we proposed and validated several 
individual techniques, such as dominant frequency (DF), multiscale frequency (MSF), kurtosis (Kt), and 
multiscale entropy (MSE), to identify active sites of arrhythmias using simulated intracardiac electrograms 
(iEGMs). However, the individual performances of these techniques to identify arrhythmogenic substrates are 
not reliable. 

In this study, we aimed to develop a similarity score by combining the various iEGM analysis 
approaches  based on an earth mover’s distance (EMD) method. We further demonstrated that this similarity 
score can identify active spatial sites of AF in patients with unsuccessful AF termination, while no active sites 
of AF were present in patients with successful AF termination. Clinical bipolar iEGMs were obtained from 
patients with AF who underwent either successful (m = 4) or unsuccessful (m = 4) catheter ablation. A 
similarity score (0–3) was developed via the EMD approach based on a combination of DF, MSF, MSE, and 
Kt techniques. 

Figure 1: Similarity scores calculated at different spatial sites in patients with unsuccessful (left) and successful (right) AF termination. 
Note the presence potentially active AF sites with a high similarity score (3, red) in all patients with unsuccessful AF termination. 

Results and Discussion 

In this retrospective study, we investigated the performance of individual EGM analysis approaches 
(DF, MSF, Kt, and MSE) and newly developed similarity scores to identify potential, abnormal, electrically 
active sites in patients with previously unsuccessful AF termination. The major findings of this study are as 
follows: (1) individual approaches can discriminate between patients with successful and unsuccessful AF 
termination but fail to robustly identify spatial sites with active AF drivers, (2) a novel EMD-based similarity 
score was developed and validated to identify the active AF sites in patients with unsuccessful AF termination, 
and (3) there was no single common region in the atria associated with active AF sites in patients with 
unsuccessful AF termination, thus indicating the need for patient-specific mapping and ablation therapy. 
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Abstract. This paper introduces a generalized fractional-order complex logistic map and the FPGA realization of a
corresponding fractal generation application. The chaotic properties of the proposed map are studied through the bifurca-
tion behavior and maximum Lyapunov exponent (MLE). A concise fractal generation process is presented, which results
in designing and implementing an optimized hardware architecture. An efficient FPGA implementation of the fractal
behavior is validated experimentally on Artix-7 FPGA board. An example of fractal implementation is verified, yielding
frequency of 24.34 MHz and throughput of 0.292 Gbit/s. Compared to recent related works, the proposed implementation
demonstrates its efficient hardware utilization and suitability for potential applications.

Introduction

Chaos is mentioned in systems that are sensitive to initial conditions such that a small variation cause a signif-
icant difference in behavior. Chaotic systems are distinguished by their attractive characteristics like random-
ness, aperiodicity and fractal identity. Fractals are recognized by their complex geometric structures such as
the ones generated from Mandelbrot and Julia maps [1]. Chaotic systems are classified into continuous-time
maps and discrete-time maps. The discrete maps are classified into integer-order maps that can be extended
to fractional such as logistic and tent maps, and real maps that can be extended to complex such as logistic
and Gaussian maps. Several works introduced fractal generation from integer-order complex discrete maps
including logistic and Gaussian maps [2, 3, 4]. Realizations in digital hardware have become more practical
for industrial use. Fixed-point operations are widely used for hardware realizations to save costs and enhance
speed. The generalization of conventional chaotic systems into the fractional-order domain allows more accu-
rate understanding of the map behavior, increases the degree of freedom in design and enhances its performance
in applications. Fractional-order discrete chaotic maps are employed in several applications such as encryp-
tion, neural networks, synchronization and multi-scroll generation. Among several fractional definitions, EL
Raheem definition is simple and suitable for hardware implementation [5]. This paper proposes a generalized
fractional-order complex logistic map, fractals and their FPGA realization. The chaotic properties of the pro-
posed map are studied using bifurcation and MLE diagrams. The proposed hardware implementation of the
fractals based on the fractional-order complex logistic map utilizes simplified steps. The fractal behaviors are
validated experimentally on an Artix-7 FPGA kit. The proposed implementation is compared to recent related
works demonstrating its hardware efficiency and suitability for potential applications.

Results and discussion

The proposed design for fractals based on the generalized fractional complex logistic map is written in Verilog
HDL with the simulation of Xilinx ISE 14.7 and implemented on Xilinx FPGA Artix-7 XC7A100TCSG324
by using Chip scope. The outputs are wired to a 12-bit Digital to Analog converter, which is connected to a
digital oscilloscope to display the fractal behavior. The fractal example is realized and validated experimentally
on FPGA. The design achieves frequency of 24.34 MHz and throughput of 0.292 Gbit/s. A summary of FPGA
implementation results of this work and other implemented fractal works [2, 3, 4] is presented. The proposed
implementation consumes higher resources and lower frequency than [3, 4] due to the excessive arithmetic
operations needed for the fractional domain. On the other hand, the proposed implementation achieves efficient
hardware utilization and speed than [2] due to the simplicity of operations of the proposed map than Gaussian
map. The proposed realization is considered a promising solution to increase the degrees of freedom in the
design and enhance the performance in different applications such as encryption schemes and multi-scroll
generators.
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Abstract. This study proposes a new elemental damping model for incorporating un-modelled energy dissipation in
the simulation of seismic response of large-scale structures. It addresses the problems of the existing elemental damping
model that result in difficulty in calibrating elemental parameters for desired global structural damping ratio and unin-
tended large coupling effects between modes. The new model maintains the consistency between elemental damping ratio
and global structural damping ratio, avoiding unnecessary complex calibration. It also allows the elemental damping ratio
to be better correlated with the states of elemental stresses, deformations, damage variables, or any other internal state
variables, such that a rational-based update on elemental damping ratio can be used to simulate un-modelled, changing
energy dissipation during nonlinear dynamic response. Examples will be used to demonstrate the performance of the new
model.

Introduction

Elemental damping models have recently been proposed to address the limitations of Rayleigh damping for
incorporating un-modelled energy dissipation in the simulations of seismic response of large-scale structures
[1]. In these models, elemental damping coefficient matrices are formulated based on elemental stiffness and
mass matrices, and the global damping coefficient matrix is obtained by directly assembling these elemental
matrices based on the common nodal degrees of freedom, just like how the global stiffness matrix is obtained
from elemental stiffness matrices. This idea is particularly advantageous because it results in a damping co-
efficient matrix that has the same skyline pattern as the stiffness matrix, so that these models have the same
computational efficiency as the Rayleigh model. Unfortunately, the resultant damping coefficient matrix is not
proportional, resulting in coupling between modes and the coupling effects could be larger than anticipated.
For a decent global damping ratio as low as 2 to 5%, the required elemental damping ratio could also be very
large and even larger than 100% [2]. This raises questions on the physical meaning of elemental damping ratio.
It is, therefore, warranted to have a new elemental damping model that addresses these problems.

Results and discussions

The new elemental damping model is derived based on the bell-shaped damping model recently proposed [3-6].
It uses a bell-shaped curve as the basis function to generate any user-defined damping ratio curve in the fre-
quency domain, such as a constant, linear, trilinear, or a stepped curve. Although its damping coefficient matrix
is fully populated, it can be expanded into a sparse block matrix using the idea of static expansion. The new el-
emental damping model adopts this sparse block matrix form of the damping matrix on the elemental level, and
assemble them to obtain the sparse block matrix form of the global damping coefficient matrix. This big idea
maintains a consistent damping ratio on both elemental and global structural level, thereby avoiding complex
calibration process. It also allows the elemental damping ratio to be better correlated with the states of ele-
mental stresses, deformations, damage variables, or any other internal state variables, such that a rational-based
update on elemental damping ratio can be used to simulate changing un-modelled energy dissipation during
nonlinear dynamic response. Examples have demonstrated the excellence performance of the new model.
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Abstract. This paper proposes a Physics-Informed Machine Learning (PIML) based parameter estimation method for Linear 
Time-Varying (LTV) uncertain systems. The proposed method is first to obtain the training data from the PIML-based 
Observer and second to estimate the time-varying uncertain parameters.  The LTV system can be represented by the polytopic 
uncertain model, and the model can be accurately estimated from the PIML by finding the parameters for it in the proposed 
method. It will be applied to the parameter-dependent controller for systems with uncertain parameters. 

Introduction 

In several decades, many robust control studies have been conducted to design controllers to control systems 
with polytopic model uncertainty [1]. While the Linear Parameter-Varying (LPV) system is useful to design a 
controller because a parameter is measurable, the LTV uncertain systems have difficulties in controller 
synthesis where parameters over time are not available [2]. Therefore, it is very important to find parameters 
for the analysis and synthesis of systems with time-varying uncertainty and nonlinear dynamics.  
Recently, PIML, a neural network structure capable of learning the Ordinary Differential Equation (ODE) or 
Partial Differential Equation (PDE), has been studied to obtain new physical information in the case of not 
being measurable with sensors. Therefore, the parameter can be estimated by combining the PIML structure 
and polytopic state-observer model. When the parameter values are fully estimated, the parameter-dependent 
control feedback gain can be designed to enhance the system’s performance.  
The methods of updating the neural network were researched by defining the loss function as an error between 
the actual state and the estimated state. However, in the PIML, the loss function includes the ODE, the exact 
solution for training data, and boundary conditions [3]. From the learned PIML, we can find the parameters 
through the convex combination of the estimated states from the low and upper bound model. After the 
parameters are computed through the above process, the parameters can be utilized as if they were measured 
and can be used in the gain scheduling process. Therefore, it is possible to ensure the performance and 
robustness of the system. The proposed system is described in Figure 1.  

Figure 1: Block Diagram of the proposed method 
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Abstract. This presentation concerns the stabilization of unstable limit cycles using a combination of feedback and phase
locked loop control. The proposed control scheme is applied to a Van der Pol oscillator and the stabilization mechanisms
are investigated theoretically using the method of multiple scales. Different failure scenarios of the controller are revealed
allowing us to express design rules for the controller gains.

Introduction

Control based continuation (CBC) is used to study the bifurcation diagrams of a nonlinear dynamical systems
on physical experiments [1]. CBC rely on a feedback controller that is used to stabilize the nonlinear device.
The feedback controller must be non-invasive to ensure that a periodic solution of the feedback controlled
system is a also a solution of the uncontrolled system. CBC has been mostly used to track branches of periodic
solutions of non-autonomous (i.e. forced) systems [2]. CBC of autonomous systems presents an additional
difficulty since the frequency of the limit cycle (LC) is also an unknown. Numerical continuation algorithms
solve this problem by appending the system with a phase condition. In this study, the frequency of the limit
cycle is determined in real time by using a phase locked loop controller (PLL). Although CBC has already been
tested on various experiments, only few papers deal with the detailed analysis of the underlying stabilization
mechanism.

Figure 1: Bifurcation diagram of the controlled VdP

Results and discussion

The proposed control scheme has been applied to a Van der Pol oscillator (VdP). The governing equations of
motion are given by

ẍ+ x− (µ− βx2)ẋ = K1d(ẇ − ẋ) ẏ1 = ωc(x cos θ − y1)
ẏ2 = Ry1 θ̇ = ω0 +K2py1 +K2iy2

(1)

where µ and β are the linear and nonlinear coefficients of the VdP oscillator. K1d is the derivative gain,
ωc the cutoff frequency of the low pass filter of the PLL, R, K2p, K2d are the gains of the PLL and ω0

the center frequency. w(t) = W sin θ(t) is the control target. The uncontrolled VdP oscillator has a Hopf
bifurcation at µ = 0, which is subcritical (supercritical) for β < 0 (β > 0). The behavior of the controlled
VdP has been analyzed by using the method of multiple scales. Since the objective is to stabilize the unstable
LC, we considered that the control target amplitude W is equal to the amplitude of the uncontrolled LC, i.e.
W = a0 ≡ 2

√
µ/β. Examples of bifurcation diagram are depicted in fig. 1. Solid (dashed) lines correspond

to stable (unstable) solutions. Thick and thin lines correspond to solutions where the controller is non-invasive
(W = a), or invasive (W 6= a), respectively. Multiple scales analysis allows us to express design rules for the
controller. Either the controller may fail due to the presence of a transcritical bifurcation at µ = −K1d/2 or
due to a Hopf bifurcation if K2p(K1d + 2ωc) < 2RK2i.
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Abstract. Several natural and engineering systems can be modelled using minimal networks of oscillators. The os-
cillatory behaviour in such networks can be altered by factors such as number of oscillators, coupling scheme, coupling
strength and time delay in the system. In this study, we investigate the synchronised states and transients exhibited by
a minimal ring of Stuart Landau oscillators. For local coupling, we observe in-phase oscillations and splay state of the
highest mode at low coupling strengths. For rings with an even number of oscillators having high coupling strengths, we
identify a transient modulated 2-cluster state. We also observe that as the coupling becomes non-local, the variety of splay
states increases. For global coupling, we observe generalised splay states. We anticipate that the results of this study will
help in the characterisation and control of oscillatory behaviour in physical systems including combustors and coupled
lasers.

Introduction

Understanding the dynamics of minimal networks of oscillators is crucial to analyse the behaviour of several
systems such as coupled lasers and thermo-fluid systems. A few studies have separately considered the effects
of different factors such as coupling scheme, coupling parameters, and number of oscillators [1] on the dy-
namical behaviour of systems consisting of a large number of oscillators (of the order of 100). Unlike systems
with such a large number of oscillators [2], a minimal network of oscillators exhibits noticeable changes in its
behaviour as the aforementioned factors are varied. In the present study, we formulate a numerical model of a
minimal ring of Stuart-Landau oscillators that helps us to understand the effects of the above mentioned factors
on the dynamical behaviour of the ring network.

Figure 1: Time series and phase-space representation of various dynamical states (N denotes number of oscillators, K denotes coupling
strength, τ denotes time delay. (a) In-phase state (N = 6, local coupling, K = 25, τ = 0.05), (b) 2-cluster state (N = 6, local
coupling, K = 25, τ = 0.30), (c) Modulated 2-cluster state (N = 6, local coupling, K = 25, τ = 0.15) (d) Splay state of mode 1
(N = 7, non-local coupling, K = 0.5, τ = 0.15), (e) 3-cluster state (N = 6, non-local coupling, K = 0.5, τ = 0.25), (f) Splay state
of mode 2 (N = 7, non-local coupling, K = 0.5, τ = 0.25), (g) Generalised 4-cluster state (N = 8, non-local coupling, K = 0.3,
τ = 0.17), (h) Generalised splay state (N = 8, global coupling, K = 0.5, τ = 0.30).

Results and discussion

For different combinations of coupling strength, coupling schemes, time delay and number of oscillators, we
observe splay states and generalised splay states. In splay states (Fig. 1(a, b, d, e, f, g)), the adjacent pair
of oscillators in the ring network exhibit equal phase difference. In a generalised splay state (Fig. 1(h)), the
adjacent pair of oscillators exhibit arbitrary phase difference although the order parameter continues to be zero,
similar to that observed for a splay state. Additionally, in Fig. 1(c), we observe a transient modulated 2-cluster
state characterised by the presence of two dominant frequencies. The lower and higher frequencies correspond
to in-phase and 2-cluster states, respectively.
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Abstract. Among several definitions and numerical methods for
fractional-order derivatives, Grünwald-Letnikov (GL) definition is suit-
able for numerical calculations and, hence, digital hardware realization.
This paper extends several integer-order disease models to the fractional-
order domain and verifies their chaotic behavior in software and hard-
ware. The current paper considers Covid and Cancer disease models. All
these models are nonlinear, with many terms and parameters. GL imple-
mentation adopts simplified steps to calculate the binomial coefficients,
summation, and exponentiation of the numerical solution step size raised
to the power of the fractional order. For some of the implemented sys-
tems, the nonlinear terms include division by the state variable, which is
a challenging task in digital implementation. Consequently, the linear ap-
proximation method is applied, where the linear binomial coefficients are
generated based on MATLAB curve fitting. Fractional-order cancer and
Covid-19 models are realized experimentally on Xilinx FPGA Artix-7
XC7A100TCSG324, and the strange attractors are displayed on the Os-
cilloscope. The two systems operate at maximum frequencies of 33.009
and 2.259 MHz and yield throughputs of 0.396 and 0.267, respectively.
The proposed models have more parameters than the corresponding in-
teger models, which improves their modelling capabilities at the expense
of slightly higher resource consumption and lower frequencies because of
the relatively extensive arithmetic operations needed for the fractional
system solution.

Keywords: Chaotic, Diseases Models, FPGA, Fractional Calculus,
Grünwald-Letnikov
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Abstract. This study considers the interaction between a free vorticity wave packet and a rapidly rotating vortex in
the slowly-evolving regime, a long time after the initial, unsteady, and strong interaction. The interaction starts when
the amplitude modulated neutral mode enters resonance with the vortex on a spiraling critical surface, where the phase
angular speed is equal to the rotation frequency. The singularity in the modal equation on this asymmetric surface strongly
modifies the flow in its neighborhood, the three-dimensional (3D) helical critical layer, the region where the wave/vortex
interaction occurs. Through matched asymptotic expansions, we find an analytical solution of the leading-order motion
equations inside the 3D critical layer (CL). The system of the coupled evolution equations of the wave amplitude and the
low-order CL-induced mean flow on the critical radius has been derived in the quasi-steady regime. The main outcome is
that the wave packet/vortex interaction leads to a fast vorticity wave breaking.

Introduction

Though the motion in intense atmospheric vortices such as tropical cyclones can be considered highly axisym-
metric above the surface boundary layer, observation often shows asymmetric features. The latter are generated,
for instance, by the environmental wind shear, the beta effect, turbulent stress at the sea surface, and moist con-
vection. Through a radiating wave-induced axisymmetric adjustment, these asymmetries are believed to play a
significant role in the intensification of these vortices [1]. Latent heat release, for example, creates asymmetric
potential vorticity (PV) anomalies that outward propagate in the form of PV waves; their breaking was recently
related to the inner spiral rainbands. Observation and numerical simulations indeed show that inner spiral bands
mainly exhibit vorticity wave characteristics [2].
Understanding the dynamics of these spiral bands and their contribution to the vortex evolution can greatly help
improving the prediction of violently rotating vortex intensity. Wave activity analysis in numerical hurricane-
like vortex models shows that vortices only interact with vorticity waves and that the related modes are contin-
uous, that is, admit a CL singularity. This study therefore wishes to improve the understanding of the nonlinear
dynamics of continuous vorticity modes embedded in rapidly rotating vortices. In particular, it examines the
complex dynamical coupling between a vorticity wave packet and the azimuthally averaged 3D wind through
the nonlinear CL theory in the quasi-stationary state assumption. In the previous analytical studies dealing with
2D or 3D, nonlinear and singular wave packets, the induced mean flow was however omitted, which was a
stringent mistake.

Results and discussion

This interaction generates a vertically sheared 3D mean flow of higher amplitude than the wave packet. The
chosen envelope regime assumes the formation of a mean radial velocity of the same order as the wave packet
amplitude, deviating the streamlines in a spiral way with respect to the rotational wind. The critical layer
pattern, strongly deformed by the mean radial velocity, loses its symmetries with respect to the azimuthal
and radial directions [3]. The knowledge of the wave amplitude, the leading-order mean axial and azimuthal
velocity, and axial vorticity evolutions at the critical radius can be simply determined from three first-order
differential equations. Numerical simulations of the first-order mean flow truncated system show that the wave
packet and vortex kinetic energies slightly grow inside the envelope before the breaking onset in most of the
cases, whereas the vortex was intensifying at the expense of the wave packet in the previous and unsteady
interaction. The vertical wind shear has the highest effect on the wave/mean flow interaction. When the shear
is moderate, it enhances intensification but when it is very large, it prohibits it in both the unsteady and slowly
evolving stages [4]. Including the second-order mean flow in this system could, however, avoid the breaking
and would permit the interaction to generate an asymptotic constant-speed travelling coherent vortical structure.
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Abstract. The present work investigates the chirped optical solitons in a medium of fiber Bragg gratings (BGs) with
dispersive reflectivity. BGs is considered here with polynomial law of nonlinear refractive index. The model of coupled
nonlinear Schrödinger equations is analyzed and reduced to an integrable form under specific conditions. The results are
obtained with the aid of soliton ansatz technique. Different structures of wave solutions including W-shaped, bright, dark,
kink and anti-kink solitons are retrieved and their behaviors are presented so as to enhance the applications of fiber BGs.

Introduction

The data transmission through optical fiber for intercontinental distances is based on soliton propagation that
arises due to delicate balance between chromatic dispersion (CD) and fiber nonlinearity. However, the CD may
have low count that leads to limit the transmission distances. Thus, Bragg gratings (BGs) is found to be one
of the effective techniques to tackle this problem by introducing induced dispersion to compensate for low CD
and subsequently ensure the existence of soliton transmission. In literatures, many studies have been carried
out using the technology of fiber BGs to investigate chirped and chirp-free optical solitons with different forms
of nonlinearity, see [1–4]. The current study mainly discusses the dimensionless form of the coupled nonlinear
Schrödinger equations in fiber BGs having polynomial law of nonlinearity given by [4]

iqt + a1rxx + (b1|q|2 + c1|r|2)q + (d1|q|4 + f1|q|2|r|2 + g1|r|4)q
+(l1|q|6 +m1|q|4|r|2 + n1|q|2|r|4 + p1|r|6)q + ih1qx + k1r = 0, (1)

irt + a2qxx + (b2|r|2 + c2|q|2)r + (d2|r|4 + f2|r|2|q|2 + g2|q|4)r
+(l2|r|6 +m2|r|4|q|2 + n2|r|2|q|4 + p2|q|6)r + ih2rx + k2q = 0, (2)

where the functions q(x, t) and r(x, t) stand for forward and backward propagating waves, respectively, whereas
aj for j = 1, 2 represent the coefficients of dispersive reflectivity. In the coupled equations above, bj indicate
the coefficients of self-phase modulation (SPM) and cj denote the cross-phase modulation (XPM) for cubic
nonlinearity portion. For quintic nonlinear part, d1 are the coefficients of SPM while fj and gj are the co-
efficients of XPM. Regarding septic nonlinearity, lj are the coefficients of SPM while mj , nj and pj are the
coefficients of XPM. Finally, hj accounts for inter-modal dispersion and kj define detuning parameters. All of
the coefficients are real valued constants and i =

√
−1.

The objective of the present study is to investigate chirped optical solitons in fiber BGs. The system of equa-
tions (1) and (2) is handled with the help of traveling wave transformation and then some specific conditions
are assumed to ensure an integrable form for the coupled system. The generated traveling wave reduction is
effectively solved by means of soliton ansatz method which yields various forms of chirped optical solitons.

Results and discussion

Figure 1: The profile of W-shaped, bright, dark, kink and anti-kink solitons.

The derived wave solutions for the model of the coupled NLSE (1) and (2) discribe distinct chirped solitons
having nonlinear phase functions in terms of the reciprocal of amplitude function which are entirely different
from the previous studies in the literature. The obtained optical solitons include several forms such as W-
shaped, bright, dark, kink and anti-kink solitons. These new results obtained here are expected to contribute in
improving the experimental studies and engineering applications related to fiber BGs.

References
[1] Biswas A., Ekici M., Sonmezoglu A., Belic M.R. (2019) Optik 185:50.
[2] Zayed E., Alngar M., Biswas A., Ekici M., Alzahrani A., Belic M. (2020) J. Commun. Technol. Electron. 65:1267.
[3] Yıldırım Y., Biswas A., Khan S., Guggilla P., Alzahrani A.K., Belic M.R. (2021) Optik 237:166684.
[4] Zayed E.M., Alngar M.E., Biswas A., Ekici M., Triki H., Alzahrani A.K., Belic M.R. (2020) Optik 204:164096.



Stabilization mechanism of limit cycle oscillation using control based continuation and
phase locked loop.

Gourc Etienne∗, Vergez Christophe∗ and Cochelin Bruno ∗
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Abstract. This presentation concerns the stabilization of unstable limit cycles using a combination of feedback and phase
locked loop control. The proposed control scheme is applied to a Van der Pol oscillator and the stabilization mechanisms
are investigated theoretically using the method of multiple scales. Different failure scenarios of the controller are revealed
allowing us to express design rules for the controller gains.

Introduction

Control based continuation (CBC) is used to study the bifurcation diagrams of a nonlinear dynamical systems
on physical experiments [1]. CBC rely on a feedback controller that is used to stabilize the nonlinear device.
The feedback controller must be non-invasive to ensure that a periodic solution of the feedback controlled
system is a also a solution of the uncontrolled system. CBC has been mostly used to track branches of periodic
solutions of non-autonomous (i.e. forced) systems [2]. CBC of autonomous systems presents an additional
difficulty since the frequency of the limit cycle (LC) is also an unknown. Numerical continuation algorithms
solve this problem by appending the system with a phase condition. In this study, the frequency of the limit
cycle is determined in real time by using a phase locked loop controller (PLL). Although CBC has already been
tested on various experiments, only few papers deal with the detailed analysis of the underlying stabilization
mechanism.

Figure 1: Bifurcation diagram of the controlled VdP

Results and discussion

The proposed control scheme has been applied to a Van der Pol oscillator (VdP). The governing equations of
motion are given by

ẍ+ x− (µ− βx2)ẋ = K1d(ẇ − ẋ) ẏ1 = ωc(x cos θ − y1)
ẏ2 = Ry1 θ̇ = ω0 +K2py1 +K2iy2

(1)

where µ and β are the linear and nonlinear coefficients of the VdP oscillator. K1d is the derivative gain,
ωc the cutoff frequency of the low pass filter of the PLL, R, K2p, K2d are the gains of the PLL and ω0

the center frequency. w(t) = W sin θ(t) is the control target. The uncontrolled VdP oscillator has a Hopf
bifurcation at µ = 0, which is subcritical (supercritical) for β < 0 (β > 0). The behavior of the controlled
VdP has been analyzed by using the method of multiple scales. Since the objective is to stabilize the unstable
LC, we considered that the control target amplitude W is equal to the amplitude of the uncontrolled LC, i.e.
W = a0 ≡ 2

√
µ/β. Examples of bifurcation diagram are depicted in fig. 1. Solid (dashed) lines correspond

to stable (unstable) solutions. Thick and thin lines correspond to solutions where the controller is non-invasive
(W = a), or invasive (W 6= a), respectively. Multiple scales analysis allows us to express design rules for the
controller. Either the controller may fail due to the presence of a transcritical bifurcation at µ = −K1d/2 or
due to a Hopf bifurcation if K2p(K1d + 2ωc) < 2RK2i.
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Abstract. In this work, singular perturbation theory is exploited to obtain a reduced order model of a slow-fast piecewise
linear 2-DOF oscillator subjected to harmonic excitation. The nonsmoothness of piecewise linear nature is studied in the
case of bilinear damping as well as with bilinear stiffness characteristics. We propose a continuous matching of the locally
invariant slow manifolds obtained in each subregion of the state space, which yields a 1-DOF reduced order model of the
same nature as the full dynamics. The frequency response curves obtained from the full system and the reduced models
show that the proposed reduction method can capture nonlinear behaviors such as super- and subharmonic resonances.

Introduction

Invariant manifolds play a major role in understanding the behavior of nonlinear dynamical systems. Among
their properties, such manifolds can be used to obtain a reduced dynamics capturing the main features of
the original system. The existing methods to find these manifolds often require smoothness properties of
the system. A typical example is the theory of singular perturbations, where the reduction to a smooth slow
manifold yields a reduced order model describing the slow dynamics of the original system. However, this
theory cannot be applied on systems containing nonsmooth nonlinearities without suitable extension to take
the nonsmoothness into account. A prominent class of nonsmooth systems consists in mechanical models with
PWL nonlinearities, which may arise due to several effects such as damage or clearance [1]. In this work, the
approach proposed in [2] for the use of singular perturbation theory on slow-fast PWL systems is extended
from the autonomous configuration in R3 to nonautonomous two degrees of freedom slow-fast oscillators.
Motivated by the quarter car model with bilinear damping characteristics [3], two examples of slow-fast PWL
oscillators subjected to a harmonic excitation are used to illustrate the reduction in the case of bilinear damping
and bilinear stiffness.

(a) Model.
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Figure 1: Model and frequency response curve of a 2-DOF slow-fast forced oscillator with PWL stiffness.

Results and discussion

In this contribution, a continuous matching of the locally invariant slow manifolds of a slow-fast forced system
with piecewise linear nonlinearities is proposed. It was observed that the resulting reduced dynamics is able to
approximate the behavior of the full system with high accuracy for a frequency range around the main harmonic.
Due to the convergence property, the PWL system in the case of bilinear damping admits frequency-response
curves (FRC) similar to a linear system, which were approximated with high fidelity by the proposed approach.
For a similar PWL slow-fast oscillator with bilinear stiffness instead of damping, the system behavior becomes
more complex due to the loss of the convergence property and the existence of nonlinear phenomena, such as
super- and subharmonic resonances, becomes possible. These nonlinear resonances were accurately captured
by the proposed reduction approach for the frequency range around the main resonance.
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Abstract. In recent years, a variety of new metrics to analyze dynamical systems emerged. One of them is a metric called 

time-dependent stability margin, introduced for the first time in [1]. It is used for systems with coexisting stable attractors. The 

metric evaluates the stability of the system along the periodic orbit, indicating its reliability and resistance to perturbations. In 

this paper, the time-dependent stability margin is applied to investigate the real-world, discontinuous, and piece-wise 

mechanical system with impacts. Numerical results show that the periodic orbit vulnerability to perturbations is increased in 

close vicinity to the particular impact events. It may induce implications because after time impacts wear the system causing 

plastic deformation or backlash in the mechanisms. Consequently, it may lead to perturbation sufficient enough to change the 

attractor.  
 

Introduction 
 

Multi-stable systems are commonly known in mechanical engineering, mathematical biology, fluid dynamics, 

control engineering, and others. Over the years, a variety of techniques to analyze such systems were 

developed. Among others, we can distinguish basin stability metrics, basin entropy, survivability, and time-

dependent stability margin.  

The time-dependent stability margin [1] is a method designed to examine the stability of the system along the 

periodic orbit. In multi-stable mechanical systems due to coexisting attractors, we can experience a sudden 

change in dynamical response. The phenomena may be severe for the system as it can trigger undesired 

behavior. It can also be used to facilitate control over the system. The cost of control can be minimized by 

applying the impulse at the appropriate time when the stability margin of the current attractor is the smallest. 

Therefore, such analysis can provide significant advantages when a mechanical system and its control are 

designed. 

In order to test the usefulness of the metric in real-world applications, we perform a time-dependent stability 

analysis of the novel-yoke-bell clapper system (Figure 1a) with variable geometry. The system is piece-wise 

due to the nature of excitation and discontinuous due to impacts between the bell and the clapper. The 

mathematical model of the system was experimentally validated in [2]. 
 

 
Figure 1: a) Schematic view of the considered system b) Basin of attraction c) Evolution of the stability margin along the attractor 

with four impacts per period of motion. 
 

Results and discussion 
 

Detailed information considering how the metric is calculated is described in [1]. Figure 1b shows two 

coexisting attractors (two and four impacts per one period of motion) in phase space, where 𝜙1 is the angular 

displacement of the bell and 𝜙2 is the angular displacement of the clapper. The stability margin along the 

attractor with four impacts per period of motion is presented in figure 1c. The metric indicates parts of the orbit 

that are the most prone to perturbations. In this case, it is in close vicinity to the first and third impact event. 

On the other hand, the safety margin is the biggest before the second and fourth impact.  

After time, impacts wear the structure causing plastic deformation or backlash in the mechanism. As a 

consequence, the trajectory of the bell or the clapper may be changed and a disturbance may be introduced to 

the system possibly leading to a sudden change of attractor. This study shows the practical application of the 

novel tool for the analysis of multi-stable systems. It allows for further investigations considering the control 

of the system (by means of the desired transition between attractors) or optimization for robustness and safety. 
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Abstract. 5 theorems on the properties of newly constructed orthogonal curvilinear coordinate systems on various 

revolving surfaces and 10 theorems on the properties of the non-linear dynamics of non-slip rolling of a heavy, 

homogeneous and isotropic ball on revolving surfaces are defined. For two special cases, when the revolving surfaces were 

created by the rotation of a parabola, that is, a biquadratic parabola, the corresponding nonlinear differential equations of 

rolling, without sliding, a heavy homogeneous and isotropic ball, as well as equations of phase trajectories, were derived. It 

is shown that for such nonlinear rolling dynamics there is a cyclic integral, as well as one cyclic coordinate in all cases of 

revolving surfaces. 
 

Introduction 
 

The rolling of a ball on curvilinear paths and surfaces has attracted the attention of many researchers since 

ancient times, both in a scientific-theoretical approach, but also in the interest of application in engineering. 

There are contemporary authors who claim in their works that the rolling of a ball on a surface is a system 

with non-holonomic connections, and the author of this paper has shown in her works [1] that the constrains 

are holonomic and purely geometric and that rolling, without slipping, a heavy homogeneous and isotropic 

ball on the surface, is a system with two degrees of freedom of rolling and with pure geometric connections. 

Now let's cite one doctoral dissertation, which deals with a special and interesting complex mechanical 

system of rolling a ball, which contains a gyroscope [2]. The dissertation was done under the mentorship of 

Anton Bilimović, and defended, back in 1924, before a commission that included prominent scientists 

Milutin Milanković, the author of the famous work "The Canon of Sun Insolation", and Mihailo Petrivić, the 

founder of the Serbian School of Mathematics and one of the three Doctoral students of the famous Julius 

Henri Poincaré. 

In this work we present newly constructed orthogonal curvilinear coordinate systems over various revolving 

surfaces (see Fig.1.b*), as well as the nonlinear dynamics of rolling, without sliding, a heavy, homogeneous 

and isotropic ball on revolving surfaces (see Fig.1.c* and d*). 
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Figure 1. a* Paul Guldinu (1577 - 1643); b* Coordinate surfaces and coordinate lines of a curvilinear orthogonal coordinate system 

constructed over a revolving biquadratic parabolic surface; kinetic parameters of rolling a heavy ball on a revolving parabolic (c*) 

and biquadratic (d*) parabolic surface. 
 

Main results and discussion 
 

A series of nonlinear differential equations with first integrals and 15 theorems of a rolling ball, without 

slipping along revolving surface, are derived, and here we state the important theorem 7. The velocity Cv


 of 

the center of mass of a rolling ball, without slipping, has two components mCv ,


and cCv ,


: one mCv ,
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 to the derivative of the revolving parabolic (or 

general revolving) surface on which the ball rolls, without slipping, and the other component cCv ,


 in the 

circular direction jic

 cossin0 +−= , which is in the direction tangent to the circle - the curvilinear 

coordinate line of the parabolic revolving surface. 
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