Implementation on Nonlinear Systems on Stochastic Computing
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Abstract. Stochastic Computing is a form of approximate computing that may offer energy and are savings for math-
ematical operations. In this paper we analyze how to implement highly nonlinear differential equation systems using
this approach. We focus on the Hindmarsh-Rose neuron model, showing how to implement it, as well as discussing the
problems we face and the improvements it offers.

Introduction

Stochastic Computing is a flavor of approximate computing, first introduced by Von Neumann [1] around 1956.
The basic idea of this kind of computation is replacing numbers by probabilities and operating on them. Since
operations like addition and multiplication can be replaced by simple logical gates, the hardware implemen-
tation is fairly straightforward. The main drawback is that probabilities are implemented as estimations of
probability based on the mean value of long chains of binary values, thus requiring long calculation times. It
has been shown that this strategy is more energy-efficient up to 16-17 bit long numbers [2] or longer if addi-
tional strategies are used [3]. In this paper we will discuss how to implement nonlinear systems using Stochastic
Computing, following our previous work [4][5].

Results and Discussion

Specifically, we will first discuss the general methodology of stochastic computing, followed by the procedure
to adapt equation systems for this implementation. Further, we will present our results on the implementation
of the Hindmarsh—-Rose (HR) neuron model, analyzing the different trade-offs we needed to settle for. For
instance, Fig. 1 shows the evolution of two of the variables, comparing the exact solution (using Matlab) with
the results of using SC. We will also compare these results with the results of including noise in the exact
solution, seeing that the results are very similar to SC.
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Figure 1: Comparison between the exact solution to the HR model and those calculated using different stochastic number lengths.
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